Introducing
the Vitis Unified
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Learn Directly From Experts

3 80 ..-::gﬁ::i:ii?’:;'
NG

HOURS OF TECHNICAL SESSIONS
IN 6 TRACKS

LABS
AVAILABLE FOR 20 HOURS

DEMOS

18 Xilinx Demos, 39 Partners,
12 Alveo Demos (Partners)
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Industry Trend: Heterogeneous Compute

Domain-Specific Domain-Specific
Accelerator 1 Accelerator 2

CPU CPU

Programming &
Integration of
Adaptive Acceleration
Engines

Heterogeneous
Compute

Engines Customized
to Accelerate '\
Specific Domains :
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Industry Trend: Cloud to Edge
Encode - Decode - ---> Analytics

Cloud

Cloud to Edge .................................................................................... >

Applications are often split
between cloud and edge



Industry Trend: Cloud to Edge

Endpoint Cloud
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between cloud and edge
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Industry Trend: Cloud to Edge

Endpoint Edge Cloud

. Need for
C|0ud to Edge Object Detector T Ana|yt|cs ............ > Retargetablllty

Applications are often split
between cloud and edge



Industry Trend: Al Proliferation

Smart City Smart Retail Autonomous Driving Security Acceleration and
Al Proliferation Integration of the

Whole Application

Al Is being used In

many applications _ _ _ _
Genomics Video Analytics Healthcare Finance
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Vitis Unified
Software Platform




Platform Transformation Software Platform

Adaptable & Programmable

Al Inference
Acceleration

SDAccel, Data Center Vivado
(FaaS, Alveo)

#DEVELOPERS

SDSoC, Embedded
OS and

Firmware SDK
Vivado

2012 ZAONRS
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Embedded Enterprise Enterprise Infrastructure Data & Al

Developers Application Developers Developers Scientists
Developers to

Builld and Deplcy ¥ XILINX
to All Platforms & ViTis.

Ultrascale Alveo Data Center Rack



Comprehensive
Development

Tool Suite

Host Application Target

Application Libraries C/C++ RTL Platform
Build XILINX
Analyze
Host CPU ARM Vitis HLS
Compiler
' ' Debug & Perf
| System Compile/Link ebug & Parformance
Xilinx runtime library (XRT) System level .
Simulation un

¥
Device/Card Device/Card Device/Card



400+ functions across multiple libraries
Open-Source, performance-optimized out-of-the-box acceleration

Domain-Specific Libraries

Comprehensive
Development

Tool Suite
.

GitHub

Vision & Finance Data Analytics & Data Compression Data Security
Image Database

Common Libraries

Math Linear Algebra Statistics DSP Data Management
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Application Executable

Single Server v
& Vs

Deployment

Runtime



Xilinx Docker Scale Out
Registry

s

Executable

Scale Out
Deployment

Runtime

% kubernetes




Vitis Al: From TensorFlow
to Implementation in Minutes

DNN Processing Unit (DPU)

Direct Framework Compilation

Adaptive
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Minutes of Compile Times QS



Vitis Al: From TensorFlow
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Vitis Al: From TensorFlow
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to Implementation in Minutes o
% TensorFlow
DNN Processing Unit (DPU) Vitis Al
Direct Framework Compilation
Adaptive
Device

Minutes of Compile Times



Enabling Al

Frameworks TenSOI‘F|OW
vitis Al IITJ?;!— -t-;-.: M| s 30+ pretra]ned, Optlmlzed
=2 — reference models

Al Optimizer Al Quantizer Al Compiler Al Profiler
Development Ki Performance improvement up to 10-20x
Vitis drivers & runtime (XRT)
Tensor based ISA for true software
DSA CNN DPU ‘ LSTM DPU ‘ MLP DPU

programmability
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Vitis Enables _

Whole App e e° code  Smart City
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Video Analytics Computer
Management Vision
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Impact of Whole
Application
Acceleration

/ Channels 1080p 12nm GPU

- Cameralo o Vieoeuot
 Pre-Processing "
CPU

4.5x throughput 1/6 latency

32 Channels 1080p Versal ACAP

S o
 cameralo g — " Video Decode
P
CPU

DeepStream 4.0 running on T4 in GCP

Detect + Classify

Detect + Classify



Launching developer.xilinx.com

XILINX. Get Started Articles Forums Doct i
XILINX. Get Started Articles Forums Documents o} XILINX SRR IR AR LT ]
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" . d " ne y yrm of synchronization used to implement the serialization, typically a state

Using data gathered throughout this tutorial, we can co
ion 4.1. Albeit, th parison

Time

A{sl{cl{0}
o Moan | [ : ’ 15 tal exe tion (tw ns)
. Ingat Image | / [ g. 4 [l ] (v
with a 225W GPU - — Sublraction a I /
. . . . jamond example, B and C are fully-independent: they do not communicate, t}
reparing the input and displaying the output whereas the GPU meast Y

Z e U L udes re g = 5 : y shared memory resource, and if no sharing of computation resource is req!
i ence OT the modeis - . s expect them to execute in parallel. This leads to the diagram in Fig. 2, with
T t r i I n rt i I & P r j t at said, this still provides some data points which are useful to gamer further understanding. The following chart show 1 PM PM

the GTX1080ti.

Integrating optimized RTL Kernels into Accelerating ML Preprocessing with

Cosine Similarity Using Xilinx Alveo Task-level parallelism and pipelining in
Accelerated Applications using Vitis Vitis Vision

HLS (fork-join and beyond)

Accessible from a Single Location

hronization used to implement the serialization, typica state aw. m is . 2 o v v . & . 3 0| m Oy | 1) Read
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compare FPS/V na s this is 're tesizing as in Example 7, and as we mentior ying 8 7 x 7 window 10 the Ga | BN SN BN B8 5 Racontine
; X . i ! ) shas ory and if no 5 req o 16 Renizn Agoridws Outatom

is still not a fair comparison due to reason 2, but th L - arallel p e

ed if only the DPU throughput is considered.

jamond example,

In order to perform th

board during for
during forward infere

e Profiling and Accelerating C++ Task-level parallelism and pipelining in Get Moving with Alveo: Example 8

Get Moving with Alveo: Example 7
Applications and Algorithms HLS (fork-join and beyond)

Pipelining Operations with OpenCV Image Resizing with OpenCV

O+ expert articles & projects (and growing)
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Sumit Gupta

Vice President of Product
Al/ML & HPC



Micron Tom Eby

SVP & GM, Compute & Networking Business Unit,
Micron Technology
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