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Design Top-Level Only Modifications

Design Top-Level Only Modifications
This section describes changes to parameters in the top-level design file that can change the 
design behavior. Modifications to the software driver might be required based on the 
parameters being changed.

Different Quad Selection for 10GBASE-R IP
The design by default implements both 10GBASE-R in the same quad (quad 118). The user 
can modify the quad positions to quad 117 and 118 by defining USE_DIFF_QUAD macro 
as described in User-Controlled Macros, page 34.The user needs to do the following 
modification in UCF to make this work in hardware:

1. Add USE_DIFF_QUAD macro to k7_conn_trd.cmd file.

2. Set an appropriate GT location for quad 117 and quad 118. Use GT location 
GTXE2_CHANNEL_X0Y10 for quad 117 (to be used in network path 0) and 
GTXE2_CHANNEL_X0Y12 (to be used in network path 1) for quad 118 in the 
k7_conn_trd.ucf file. The reference clock location does not change, and the 
reference clock is sourced from quad 118.

3. Short jumper J4 on the KC705 board to de-assert tx_disable for quad 117. For more 
details on jumper locations, refer to UG810, KC705 Evaluation Board for the Kintex-7 FPGA 
User Guide [Ref 8].

The design uses reference clock for quad 118 sourced from the external FMC and shares the 
same reference clock for both quad 117 and 118. After implementing the design, the user 
can verify on KC705 board after appropriately connecting the SFP+ connector in the SFP+ 
cage present in the KC705 board as shown in Figure 5-1. 
X-Ref Target - Figure 5-1

Figure 5-1: Using Different Quads for 10GBASE-R
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Chapter 5: Designing with the TRD Platform

Design Changes
This section describes architecture level changes to the functionality of the platform. These 
include adding or deleting IP with similar interfaces used in the framework.

Packet Generator/Checker Behind AXI Virtual FIFO
The packet generator and checker module provided with the TRD can be placed behind 
the virtual FIFO to estimate the performance of the PCIe-DMA-DDR3 FIFO system. See 
Figure 5-2.

This requires removing the network path and connecting the virtual FIFO AXI4-Stream 
interface ports to generator/checker modules.

The same raw data driver works with this hardware change.
X-Ref Target - Figure 5-2

Figure 5-2: Virtual FIFO with Generator/Checker
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Appendix A

Register Description

The appendix describes registers most commonly accessed by the software driver. The 
registers implemented in hardware are mapped to base address register (BAR0) in PCIe.

Table A-1 shows the mapping of multiple DMA channel registers across the BAR.

Registers in DMA for interrupt handling are grouped under a category called common 
registers, which are at an offset of 0x4000 from BAR0.

Figure A-1 shows the layout of registers.

Table A-1: DMA Channel Register Address

DMA Channel Offset from BAR0

Channel-0 S2C 0x0

Channel-1 S2C 0x100

Channel-0 C2S 0x2000

Channel-1 C2S 0x2100

http://www.xilinx.com
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Appendix A: Register Description

The user logic registers are mapped as shown in Table A-2.

X-Ref Target - Figure A-1

Figure A-1: Register Map

UG927_c6_01_102512

RCW1

TC

XGEMAC-0 
(0xB000 - 0xBFFF)

10G BASE-R PHY

PHY Control Register
PHY Specific Status 

Register
DMA Completed Byte 

Count

DMA Common 
Control_Status

DMA Engine Control

Reg_Next_Desc_Ptr

Reg_SW_Desc_Ptr

NWL PACKET DMA

BAR0

BAR0 + 0x4000

Target Master 
Interface

M
D

IO
 

In
te

rf
ac

e

          Engine Registers

GenChk-1

USER SPACE REGISTERS (0x9000 – 0x9FFF)

GenChk-0

Ethernet Statistics

RCW1

TC

XGEMAC-1
(0xC000 – 0xCFFF)

10G BASE-R PHY

PHY Control Register
PHY Specific Status 

Register

M
D

IO
 

In
te

rf
ac

e

Ethernet Statistics

PCIe Core

A
XI

4L
IT

E 
In

te
rc

on
ne

ct

PCIe Monitor

Power Monitor

Table A-2: User Register Address Offsets

User Logic Register Group Range (Offset from BAR0)

PCIe performance registers

Design version and status registers 

0x9000 - 0x90FF

Performance mode GEN/CHK 0 registers 0x9100 - 0x91FF

Performance mode GEN/CHK 1 registers 0x9200 - 0x92FF

Power Monitor registers 0x9400 - 0x94FF

XGEMAC - 0 registers 0xB000 - 0xBFFF

XGEMAC - 1 registers 0xC000 - 0xCFFF

http://www.xilinx.com


Kintex-7 FPGA Connectivity TRD www.xilinx.com 87
UG927 (v1.2) November 7, 2012

DMA Registers

DMA Registers
This section describes certain prominent DMA registers used very frequently by the 
software driver. For a detailed description of all registers available, please refer to the 
Northwest Logic DMA user guide [Ref 19].

Channel Specific Registers
The registers described in this section are present in all channels. The address of the 
register is the channel address offset from BAR0 plus the register offset.

Engine Control (0x0004)

Table A-3: DMA Engine Control Register

Bit Field Mode
Default 
Value

Description

0 Interrupt Enable RW 0 Enables interrupt generation.

1 Interrupt Active RW1C 0
Interrupt Active is set whenever an interrupt event 
occurs. Write '1' to clear.

2 Descriptor Complete RW1C 0
Interrupt Active was asserted due to completion of 
descriptor. This is asserted when descriptor with 
interrupt on completion bit set is seen.

3 Descriptor Alignment Error RW1C 0
This causes interrupt when descriptor address is 
unaligned and that DMA operation is aborted.

4 Descriptor Fetch Error RW1C 0
This causes interrupt when descriptor fetch errors, that 
is, completion status is not successful.

5 SW_Abort_Error RW1C 0
This is asserted when the DMA operation is aborted by 
software.

8 DMA Enable RW 0
Enables the DMA engine and once enabled, the engine 
compares the next descriptor pointer and software 
descriptor pointer to begin execution.

10 DMA_Running RO 0 Indicates DMA is in operation.

11 DMA_Waiting RO 0
Indicates DMA is waiting on software to provide more 
descriptors.

14 DMA_Reset_Request RW 0
Issues a request to user logic connected to DMA to abort 
outstanding operation and prepare for reset. This is 
cleared when the user acknowledges the reset request.

15 DMA_Reset RW 0
Assertion of this bit resets the DMA engine and issues a 
reset to user logic.

http://www.xilinx.com
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Appendix A: Register Description

Next Descriptor Pointer (0x0008)

Software Descriptor Pointer (0x000C)

Completed Byte Count (0x001D)

Common Registers

The registers described in this section are common to all engines. These registers are 
located at the given offsets from BAR0.

Common Control and Status (0x4000)

Table A-4: DMA Next Descriptor Pointer Register

Bit Field Mode Default Value Description

[31:5] Reg_Next_Desc_Ptr RW 0
Next Descriptor Pointer is writable when DMA is not 
enabled. It is read only when DMA is enabled. This should 
be written to initialize the start of a new DMA chain

[4:0] Reserved RO 5'b00000 Required for 32-byte alignment

Table A-5: DMA Software Descriptor Pointer Register

Bit Field Mode Default Value Description

[31:5] Reg_SW_Desc_Ptr RW 0
Software Descriptor Pointer is the location of the first 
descriptor in the chain that is still owned by the software.

[4:0] Reserved RO 5'b00000 Required for 32-byte alignment.

Table A-6: DMA Completed Byte Count Register

Bit Field Mode Default Value Description

[31:2]
DMA_Completed_Byte
_Count

RO 0
Completed byte count records the number of bytes that 
transferred in the previous one second. This has a 
resolution of 4 bytes.

[1:0] Sample Count RO 0
This sample count increments every time a sample is taken 
at a one second interval.

Table A-7: DMA Common Control and Status Register

Bit Field Mode Default Value Description

0 Global Interrupt Enable RW 0
Global DMA Interrupt Enable
This bit globally enables or disables interrupts for all 
DMA engines.

1 Interrupt Active RO 0
Reflects the state of the DMA interrupt hardware output 
considering the state of global interrupt enable.

2 Interrupt Pending RO 0
Reflects the state of DMA interrupt output without 
considering state of global interrupt enable.

3 Interrupt Mode RO 0
0: MSI mode

1: Legacy interrupt mode

4 User Interrupt Enable RW 0 Enables generation of user interrupts.

http://www.xilinx.com
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User Space Registers

User Space Registers
This section describes the custom registers implemented in the user space. All registers are 
32-bit wide. Register bits positions are to be read from 31 to 0 from left to right. All bits 
undefined in this section are reserved and return zero on read. All registers would return 
default values on reset. Address holes return a value of zero on being read.

All registers are mapped to BAR0 and relevant offsets are provided. See Table A-8 through 
Table A-19.

Design Version and Status Registers

Design Version (0x9000)

Design Status (0x9008)

5 User Interrupt Active RW1C 0 Indicates active user interrupt

23:16 S2C Interrupt Status RO 0
Bit[i] indicates the interrupt status of S2C DMA engine[i].

If the S2C engine is not present, this bit is read as zero.

31:24 C2S Interrupt Status RO 0
Bit[i] indicates the interrupt status of C2S DMA engine[i].

If the C2S engine is not present, this bit is read as zero.

Table A-7: DMA Common Control and Status Register (Cont’d)

Bit Field Mode Default Value Description

Table A-8: Design Version Register

Bit Position Mode Default Value Description

3:0 RO 0000 Minor version of the design

7:4 RO 0001 Major version of the design

15:8 RO 0100 NWL DMA version

19:16 RO 0001 Device-0001 - Kintex-7

Table A-9: Design Status Register

Bit Position Mode Default Value Description

0 RO 0
DDR3 memory controller initialization/
calibration done (design operational status 
from hardware).

1 RW 1

axi_ic_mig_shim_rst_n
When software writes to this bit position, 
the bit is automatically cleared after nine 
clock cycles.

5:2 RO 1
ddr3_fifo_empty
Indicates the DDR3 FIFO and the preview 
FIFOs per port are empty.

31:30 RO 00 xphy0 and xphy1 link status.

http://www.xilinx.com
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Appendix A: Register Description

Transmit Utilization Byte Count (0x900C)

Receive Utilization Byte Count (0x9010)

Upstream Memory Write Byte Count (0x9014)

Downstream Completion Byte Count (0x9018)

Table A-10: PCIe Performance Monitor - Transmit Utilization Byte Count Register

Bit Position Mode Default Value Description

1:0 RO 00 Sample count. increments every second.

31:2 RO 0

Transmit utilization byte count
This field contains the interface utilization 
count for active beats on PCIe AXI4-Stream 
interface for transmit. It has a resolution of 
4 bytes.

Table A-11:  PCIe Performance Monitor - Receive Utilization Byte Count Register

Bit Position Mode Default Value Description

1:0 RO 00 Sample count, increments every second.

31:2 RO 0

Receive utilization payload byte count.
This field contains the interface utilization 
count for active beats on PCIe AXI4-Stream 
interface for receive. It has a resolution of 4 
bytes. 

Table A-12: PCIe Performance Monitor - Upstream Memory Write Byte Count 
Register

Bit Position Mode Default Value Description

1:0 RO 00 Sample count, increments every second.

31:2 RO 0

Upstream memory write byte count.
This field contains the payload byte count 
for upstream PCIe memory write 
transactions. It has a resolution of 4 bytes. 

Table A-13: PCIe Performance Monitor - Downstream Completion Byte Count 
Register

Bit Position Mode Default Value Description

1:0 RO 00 Sample count, increments every second.

31:2 RO 0

Downstream completion byte count.
This field contains the payload byte count 
for downstream PCIe completion with 
data transactions. It has a resolution of 4 
bytes. 
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User Space Registers

Initial Completion Data Credits for Downstream Port (0x901C)

Initial Completion Header Credits for Downstream Port (0x9020)

PCIe Credits Status - Initial Non Posted Data Credits for Downstream Port 
(0x9024)

PCIe Credits Status - Initial Non Posted Header Credits for Downstream Port 
(0x9028)

PCIe Credits Status - Initial Posted Data Credits for Downstream Port 
(0x902C)

Table A-14: PCIe Performance Monitor - Initial Completion Data Credits Register

Bit Position Mode Default Value Description

11:0 RO 00
INIT_FC_CD
Captures initial flow control credits for 
completion data for host system.

Table A-15: PCIe Performance Monitor - Initial Completion Header Credits Register

Bit Position Mode Default Value Description

7:0 RO 00
INIT_FC_CH
Captures initial flow control credits for 
completion header for host system.

Table A-16: PCIe Performance Monitor - Initial NPD Credits Register

Bit Position Mode Default Value Description

11:0 RO 00
INIT_FC_NPD 
Captures initial flow control credits for 
non-posted data for host system.

Table A-17: PCIe Performance Monitor - Initial NPH Credits Register

Bit Position Mode Default Value Description

7:0 RO 00
INIT_FC_NPH
Captures initial flow control credits for 
non-posted header for host system.

Table A-18: PCIe Performance Monitor - Initial PD Credits Register

Bit Position Mode Default Value Description

11:0 RO 00
INIT_FC_PD
Captures initial flow control credits for 
posted data for host system.

http://www.xilinx.com
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PCIe Credits Status - Initial Posted Header Credits for Downstream Port 
(0x9030)

Table A-19: PCIe Performance Monitor - Initial PH Credits Register

Bit Position Mode Default Value Description

7:0 RO 00
INIT_FC_PH
Captures initial flow control credits for 
posted header for host system

Directed Change Link Capability User Register (0x9034)

0 RO 0 Link Status

1 RO 0

Current link speed

0: 2.5G

1: 5G

3:2 RO 0

Current link width

00: x1

01: x2

10: x4

11: x8

4 RO 0 Link up-configure capable

5 RO 0 Link GEN2 capable

6 RO 0 Link partner GEN2 capable

9:7 RO 000

Initial link width

000: Link not trained

001: x1

010: x2

011: x4

100: x8

Directed Change Link Control User Register (0x9038)

1:0 RW 00

Directed link speed

00: 2.5 Gb/s

01: 5 Gb/s

4:2 RW 000

Directed Link Width

000: x1

001: x2

010: x4

011: x8

30 RW 0 Initiate speed change

31 RW 0 Initiate width change

Directed Change Link Status User Register (0x903C)

0 RO 0 Width change done
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User Space Registers

Power Monitoring Registers
Table A-20 lists power monitoring registers.
]

1 RO 0 Width change error

3:2 RO 00

Negotiated width

00: x1

01: x2

10: x4

11: x8

7 RO 0 Speed change done

8 RO 0 Speed change error

9 RO 00

Negotiated speed

00: 2.5 Gb/s

01: 5 Gb/s

Table A-19: PCIe Performance Monitor - Initial PH Credits Register (Cont’d)

Bit Position Mode Default Value Description

Table A-20: Power Monitoring Registers

Bit Position Mode Default Value Description

VCCINT Power Consumption (0x9040) [TI UCD Address 52 Rail 1]

31:0 RO 00 Power for VCCINT 

VCC2v5 Power Consumption (0x9044) [TI UCD Address 52 Rail 2]

31:0 RO 00 Power for VCC2v5 

VCCAUX Power Consumption (0x9048) [TI UCD Address 52 Rail 3]

31:0 RO 00 Power for VCCAUX 

Reserved (0x904C) [TI UCD Address 52 Rail 4]

31:0 RO 00 Power for VCCINT 

MGT AVCC Power Consumption (0x9050) [TI UCD Address 53 Rail 1]

31:0 RO 00 Power for MGT AVCC 

MGT AVTT Power Consumption (0x9054) [TI UCD Address 53 Rail 2]

31:0 RO 00 Power for MGT AVTT 

VCC1v5 Power Consumption (0x9058) [TI UCD Address 53 Rail 3]

31:0 RO 00 Power for VCC1v5 

VCC3v3 Power Consumption (0x905C) [TI UCD Address 53 Rail 4]

31:0 RO 00 Power for VCC3v3 

http://www.xilinx.com
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Performance Mode: Generator/Checker/Loopback Registers for 
User APP 0

Table A-21 lists the registers to be configured in performance mode for enabling 
generator/checker or loopback mode.

Performance Mode: Generator/Checker/Loopback Registers for 
User APP 1

Table A-22 lists the registers to be configured in performance mode for enabling 
generator/checker or loopback mode.

Table A-21: Registers to be Configured in Performance Mode for User APP 0

Bit Position Mode Default Value Description

PCIe Performance Module #0 Enable Generator Register (0x9100)

0 RW 0 Enable traffic generator - C2S0

PCIe Performance Module #0 Packet Length Register (0x9104)

15:0 RW 16'd4096
Packet length to be generated. Maximum 
supported is 32 KB size packets. (C2S0)

Module #0 Enable Loopback/Checker Register (0x9108)

0 RW 0 Enable traffic checker - S2C0

1 RW 0 Enable loopback - S2C0 () C2S0

PCIe Performance Module #0 Checker Status Register (0x910C)

0 RW1C 0
Checker error
Indicates data mismatch when set (S2C0)

PCIe Performance Module #0 Count Wrap Register (0x9110)

31:0 RW 511
Wrap count
Value at which sequence number should 
wrap around.

Table A-22: Registers to be Configured in Performance Mode for User APP 1

Bit Position Mode Default Value Description

PCIe Performance Module #0 Enable Generator Register (0x9200)

0 RW 0 Enable traffic generator - C2S1

PCIe Performance Module #0 Packet Length Register (0x9204)

15:0 RW 16'd4096
Packet length to be generated. Maximum 
supported is 32 KB size packets. (C2S1)

Module #0 Enable Loopback/Checker Register (0x9208)

0 RW 0 Enable traffic checker - S2C1

1 RW 0 Enable loopback - S2C1 () C2S1

PCIe Performance Module #0 Checker Status Register (0x920C)
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User Space Registers

XGEMAC Related User Registers
These registers in Table A-23 are not part of the IP and are registers implemented 
additionally for the TRD.

0 RW1C 0
Checker error
Indicates data mismatch when set (S2C1).

PCIe Performance Module #0 Count Wrap Register (0x9210)

31:0 RW 511
Wrap count
Value at which sequence number should 
wrap around.

Table A-22: Registers to be Configured in Performance Mode for User APP 1 

Bit Position Mode Default Value Description

Table A-23: Additional Registers

Bit Position Mode Default Value Description

XGEMAC0 Address Filtering Control Register (0x9400)

0 RW 0 Promiscuous mode enable for XGEMAC0

31 RO 0 Receive FIFO overflow status for XGEMAC0

XGEMAC0 MAC Address Lower Register (0x9404)

31:0 RW 32'hAABBCCDD MAC address lower

XGEMAC0 MAC Address Upper Register (0x9408)

15:0 RW 16'hEEFF MAC address upper

XGEMAC1 Address Filtering Control Register (0x940C)

0 RW 0 Promiscuous mode enable for XGEMAC1

31 RO 0 Receive FIFO overflow status for XGEMAC1

XGEMAC1 MAC Address Lower Register (0x9410)

31:0 RW 32'hAAAACCCC MAC address lower

XGEMAC1 MAC Address Upper Register (0x9414)

15:0 RW 16'hEEEE MAC address upper

http://www.xilinx.com
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Appendix B

Directory Structure and File Description

This appendix describes the directory structure and explains the organization of various 
files and folders.

The design folder contains all the hardware design deliverables:

• The source folder contains source code deliverable files.

• The tb folder contains test bench related files for simulation.

• The sim folder contains simulation scripts for supported simulators for both 
Microsoft Windows and Linux operating systems.

• The implement folder contains implementation scripts for the design for both 
Microsoft Windows and Linux operating systems in command line as well as 
PlanAhead™ design tool mode.

• The ip_cores folder contains in-house IP cores required for this design and also the 
DMA netlists.

• The reference folder contains reference XCO and PRJ files for IP cores used in the 
design.

X-Ref Target - Figure B-1

Figure B-1: Directory Structure
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The doc folder contains the TRD documentation:

• User Guide

• Doxygen generated html for software driver details

The configure_kc705 folder contains programming files and scripts to configure the 
KC705 board.

The linux_driver_app folder contains the software design deliverables.

• The driver folder contains these subdirectories:

• xrawdata0 contains raw datapath driver files for path 0.

• xrawdata1 contains raw datapath driver files for path 1.

• xgbeth0 contains 10G Ethernet driver files for path 0.

• xgbeth1 contains the 10G Ethernet driver files for path 1.

• xdma contains the xdma driver files.

• include contains the include files used in the driver.

• makefile contains files for driver compilation.

• The gui folder contains the Java source files and executable file for running the 
control and monitor GUI.

• The linux_driver_app folder contains various scripts to compile and execute 
drivers.

Other files in the top-level directory include:

• The readme file, which provides details on the use of simulation and implementation 
scripts.

• The quickstart.sh file, which invokes the control and monitor GUI.
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Appendix C

Software Application and Network 
Performance

This appendix describes the software application compilation procedure and private 
network setup.

Note: The traffic generator needs the CPP (C++) compiler, which is not shipped with live OS. It 
needs additional installation for compilation. Likewise, Java compilation tools are not shipped as part 
of LiveDVD. So GUI compilation needs additional installations. The source code is provided for the 
user to build upon this design. For TRD testing, recompiling the application or GUI is not 
recommended.

Compiling Traffic Generator Applications
This section provides steps for traffic generator compilation. The source code for the 
design (threads.cpp) is available under the directory k7_connectivity_trd/
linux_driver_app/gui/jnilib/src. 

The user can add debug messages or enable log verbose for verbosity to aid in debug. 

Note: Any changes in data structure lead to GUI compilation, which is not recommended.

To compile the application traffic generator:

1. Open a terminal window. 

2. Navigate to the k7_connectivity_trd/linux_driver_app/gui/jnilib/src 
folder.

3. At the prompt, type:

$ ./genlib.sh

The .so files (shared object files) arse generated in the same folder. Copy all .so files to 
the k7_connectivity_trd/linux_driver_app/gui/jnilib folder.

User can enable log verbose messages by adding a -DDEBUG_VERBOSE flag to 
genlib.sh. Enabling log verbose makes debug simpler (if needed).

Private Network Setup and Test
This section explains how to try network benchmarking with this design. The 
recommended benchmarking tool is netperf which operates in a client-server model. This 
tool can be freely downloaded and is not shipped as part of LiveDVD. Install netperf before 
proceeding further.
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Default Setup
In the setup connected to same machine, the network benchmarking tool can be run as 
follows:

1. Follow the procedure to install Application mode drivers and try ping as documented 
in Installing the Device Drivers, page 16. The two interfaces are ethX and eth(X+1) 
with IP addresses of 10.60.0.1 and 10.60.1.1, respectively.

2. Disable the firewall to run netperf.

3. Open a terminal and type:

$ netserver -p 5005

This sets up the netserver to listen at port 5005.

4. Open another terminal and type:

$ netperf -H 10.60.0.1 -p 5005

This runs netperf (TCP_STREAM test for 10 seconds) and targets the server at port 
5005.

5. To repeat the same process for 10.60.1.1 IP, set up netserver at a different port, for 
example, 5006, and repeat the previous steps.

Peer Mode Setup and Test
This section describes steps to set up a private LAN connection between two machines for 
10G Ethernet performance measurement. Figure C-1 shows the private LAN setup in peer 
mode.

To set up a private LAN connection: 

1. Connect two machines that contain the KC705 board and connect the fiber optic cable 
between the FMCs. 

Connect the fiber cable in a 1:1 manner, that is, FMC channel 2 connected together and 
FMC channel 3 connected together.

For this procedure, these machines are called A and B.

2. Run the quickstart.sh script provided in the package. Select the Application 
mode with Peer to Peer option. Click Install. This installs the application mode 
drivers.

X-Ref Target - Figure C-1

Figure C-1: Private LAN Setup
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Private Network Setup and Test

3. After installing the Application mode driver at both ends using the steps documented 
in Installing the Device Drivers, page 16):

a. On end A, change the MAC address using ifconfig:

$ ifconfig ethX down

$ ifconfig ethX hw ether 22:33:44:55:66:77 172.16.64.7 up

b. For the corresponding interface on end B, set the IP to be in the same subnet:

$ ifconfig ethX 172.16.64.6 up

c. Follow the same steps for the interface eth(X+1). Change the MAC address at one 
end and assign the IP address to be in a different subnet as the subnet assigned for 
ethX.

4. Try ping between the machines.

5. Make one end a server. On a terminal, invoke netserver as shown:

$ netserver

6. Make the other end a client. On a terminal, run netperf:

$ netperf -H <IP-address>

This runs a ten second TCP_STREAM test by default and reports outbound performance.

Note: Connecting the two FMC channels at each end in 1:1 mode ensures that ethX on one 
machine connects to ethX on another machine. If the order of connection is changed, ethX of one 
machine gets connected to eth(X+1), which means setting up MAC and IP addresses has to be 
handled appropriately based on the connections made.

X-Ref Target - Figure C-2

Figure C-2: Private LAN Setup
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Appendix D

Troubleshooting

This section lists selected self-help tips for when things do not work as expected. This 
section is not an exhaustive troubleshooting guide. It is based on the following 
assumptions:

• The user has followed instructions as explained in Chapter 2, Getting Started.

• The user has ensured the PCIe link is up and that the endpoint device is discovered by 
the host and can be seen with lspci.

• The LEDs indicate various link status as described in Chapter 2, Getting Started.

Table D-1 lists troubleshooting tips and possible corrective actions.

Table D-1: Troubleshooting Tips

Problem Possible Resolution

Performance is low. Check if the design linked at x8 5 Gb/s rate

Link width change doesn't 
work.

Check the message log. It t is possible that the motherboard slot being used is not 
upconfigure capable.

Power numbers do not 
populate in the GUI.

Power cycle the board. The cause of this problem is PMBus signals get into an 
unknown state during FPGA configuration and the only way to bring PMBus back to 
a working state is to power cycle the board to reset the UCD9248 part.

Test does not start while using 
an Intel motherboard. 

Check dmesg command if user is getting nommu_map_single then user can bring 
up by followings ways.

• If OS is installed on the hard disk, the user can edit the
/etc/grub2.cfg file and add mem=2g to kernel options.

• While using LiveDVD, stop LiveDVD at the boot prompt and add mem=2g to 
kernel boot up options.

Performance numbers are very 
low and the system hangs upon 
un-installing the TRD driver. 

This problem might be noticed in Intel motherboards.

• If OS is installed on the hard disk, edit the /etc/grab2.cfg to add Add 
IOMMU=pt64 to kernel boot up options.

Drivers cannot be installed. An error message pops up when trying to install if there is a problem with the 
installation. The popup message mentions the reason, but the user can select the 
View Log option for a detailed analysis. This action creates an open driver_log 
file.
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Appendix E

Additional Resources

Xilinx Resources
To search the Answer database of silicon, software, and IP questions and answers, or to 
create a technical support WebCase, see the Xilinx Support website at:

http://www.xilinx.com/support.

For a glossary of technical terms used in Xilinx documentation, see:

http://www.xilinx.com/support/documentation/sw_manuals/glossary.pdf.

References
These documents provide supplemental material useful with this user guide.

1. UG882, Kintex-7 FPGA Base Targeted Reference Design User Guide (this guide)

2. UG798, ISE Design Suite 13: Installation and Licensing Guide

3. UG766, LogiCORE IP Aurora 8B/10B v7.1 User Guide

4. UG477, 7 Series FPGAs Integrated Block for PCI Express User Guide

5. UG626, Synthesis and Simulation Design Guide

6. WP350, Understanding Performance of PCI Express Systems

7. UG476, 7 Series FPGAs GTX Transceivers User Guide

8. UG810, KC705 Evaluation Board for the Kintex-7 FPGA User Guide

9. UG586, 7 Series FPGAs Memory Interface Solutions User Guide

10. UG883, Kintex-7 FPGA Base Targeted Reference Design Getting Started Guide

11. UG773, LogiCORE IP 10-Gigabit Ethernet MAC v11.3 User Guide

12. UG692, LogiCORE IP Ten Gigabit Ethernet PCS/PMA v2.3 User Guide

13. AXI Interconnect IP:
http://www.xilinx.com/products/intellectual-property/axi_interconnect.htm

14. PG035, LogiCORE IP AXI4-Stream Interconnect

15. PG038, LogiCORE IP AXI VFIFO Controller

Additional Useful Sites for Boards and Kits
16. Design advisories by software release for Kintex-7 FPGA KC705 Evaluation Kit

http://www.xilinx.com/support/#nav=sd-nav-link-179661&tab=tab-bk

17. Updated information about the Kintex-7 FPGA Base TRD and Kintex-7 FPGA KC705 
Evaluation Kit
www.xilinx.com/kc705

http://www.xilinx.com
http://www.xilinx.com/support/documentation/ip_documentation/axi_vfifo_ctrl/v1_1/pg038_axi_vfifo.pdf
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http://www.xilinx.com/support/documentation/boards_and_kits/ug882_K7_Base_TRD.pdf
http://www.xilinx.com/support/index.htm#nav=sd-nav-link-106173&tab=tab-dt
http://www.xilinx.com/support/documentation/ip_documentation/aurora_8b10b/v7_1/aurora_8b10b_ug766.pdf
http://www.xilinx.com/support/documentation/ip_documentation/ug477_7Series_IntBlock_PCIe.pdf
http://www.xilinx.com/support/index.htm#nav=sd-nav-link-106173&tab=tab-dt
http://www.xilinx.com/support/documentation/white_papers/wp350.pdf
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18. KC705 support page
http://www.xilinx.com/products/boards-and-kits/EK-K7-KC705-G.htm

Third Party Resources
Documents associated with other software, tool, and IP used by the base TRD are available 
at these vendor websites:

19. Northwest Logic DMA back-end core: 
http://www.nwlogic.com/packetdma/ 

20. Fedora project:
http://fedoraproject.org

Fedora is a Linux-based operating system used in the development of this TRD.

21. The GTK+ project API documentation:
http://nwlogic.com/products/docs/DMA_Back-End_Core.pdf
GTK+ is a toolkit for creating graphical user interfaces (GUI).

22. Kernel documentation:
http://www.kernel.org
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