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Statistics Gathering

Automatic Statistics Gathering
If the Statistics Gathering block was selected during core generation, during operation the 
core may collect statistical information on the success and failure of various operations. 
These statistics are accessed by the client through the Management Interface. All statistics 
are 32 bits wide and are read-writable; although, the write operation is only included for 
testing purposes and should not be used in normal circumstances. As these registers are 
reset when read, the output data is only valid for a single clock cycle.

The statistics counters increment when a given event occurs within the FC core that has an 
associated counter. The FC core outputs a single clock cycle pulse for each event 
occurrence. If the FC core statistics output is active for more than one clock cycle, the given 
statistics counter will increment once for each clock cycle that the signal is active.

Upon a read transaction, the specific statistics counter is reset so the value read represents 
the number of events since the last read. It is therefore up to your application to keep the 
cumulative value of the statistics to track the statistics on a continuous basis.

The statistics are updated and stored in distributed RAM in the FPGA. To provide a fast 
access time to the statistics, no updates can occur to the statistics while they are being read 
by the host. To allow for this, the statistics block contains some additional register-based 
storage. However, due to the finite amount of this register based storage, there is the 
potential for statistics updates to be missed if the statistics are read continuously. It is 
advised that the client not poll all the statistics more frequently than once every 10 
microseconds. As the statistics are 32-bits wide the statistics can be polled much less 
frequently than this. If any of the statistics do reach their maximum count, they will 
maintain this value until read.

As the Statistics are stored in RAM they cannot be explicitly reset except by 
reconfiguration of the chip. The recommended method to reset the statistics is to read from 
each address in turn. This process should also be followed after every core reset.

The Receive Link Error Statistics are described in Table 4-24. For further information on 
Link Errors, see Table E.1, FC FS v1.9 draft standard document. 

Table 4-24: Receive Link Error Statistics Registers

Address Name Description

0x080 RxLinkFailureCnt Receive Link Failure Count: Indicates the 
number of Link Failure (LF1 only) events 
since this register was last read.1

0x084 RxLossSyncCnt Receive Loss of Synchronization Count: 
Indicates the number of Loss of 
Synchronization events since this register 
was last read. 

0x088 RxLossSigCnt Receive Loss of Signal Count: Indicates 
the number of Loss of Signal events since 
this register was last read. 

0x08C Rx10bErrCnt Receive Decoder Error Count: Indicates 
the number of 10-bit decoder errors since 
this register was last read. 
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The Transmit Link Error Statistics are described in Table 4-25. 

0x090 RxAlignErrCnt Receive Alignment Error Count: Indicates 
the number of word Alignment Errors 
since this register was last read. 

0x094 RxOsdErrCnt Receive Ordered Set Disparity Error 
Count: Indicates the number of Ordered 
Set Disparity errors since this register was 
last read. 

0x098 RxEOFaCnt Receive EOF Abort Count: Indicates the 
number of EOFa primitives received since 
this register was last read. 

0x09C RxEOFErrorCnt Receive EOF Error Count: Indicates the 
number of frames received that were 
missing an EOF since this register was last 
read. 

0x0A0 RxCRCErrorCnt Receive CRC Error Count: Indicates the 
number of frames received that had an 
invalid CRC since this register was last 
read. 

1. All statistics counter registers are reset after each read.

Table 4-25: Transmit Link Error Statistics Registers

Address Name Description

0x0A4 TxEOFaCnt Transmit EOF Abort Count: Indicates the 
number of frames transmitted with an 
EOFa since this register was last read. 

0x0A8 TxCRCErrorCnt Transmit CRC Error Count: Indicates the 
number of frames transmitted that had an 
invalid CRC since this register was last 
read. 

0x0AC TxParityErrorCnt Transmit Parity Error Count: Indicates the 
number of frames transmitted with a parity 
error since this register was last read. 

0x0B0 TxEOFniCnt Transmit EOFni Count: Indicates the 
number of frames transmitted with an 
EOFni since this register was last read. 

Table 4-24: Receive Link Error Statistics Registers (Continued)

Address Name Description
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The Receive Error Statistics are described in Table 4-26. 

The Transmit Error Statistics are described in Table 4-27.

Table 4-26: Receive Error Statistics Registers

Address Name Description

0x0B4 RxMinFrameErrCnt Receive Minimum Frame Length Error 
Count: Indicates the number of frames 
received that did not meet the minimum 
frame length requirement since this 
register was last read. 

0x0B8 RxMaxFrameErrCnt Receive Maximum Frame Length Error 
Count: Indicates the number of frames 
received that exceeded the maximum 
frame length requirement since this 
register was last read. 

0x0BC RxFrameCnt Receive Frame Count: Indicates the 
number of frames received since this 
register was last read. 

0x0C0 RxWordCnt Receive Word Count: Indicates the 
number of 32-bit data words received 
within FC frame(s) since this register was 
last read. 

0x0C4 RxPSMErrCnt Receive PSM Error Count: Indicates the 
number of illegal PSM transactions that 
occurred since this register was last read. 

0x0D4 RxRRDYCnt Receive RRDY Count: Indicates the 
number of R_RDYs received since this 
register was last read.

Table 4-27: Transmit Error Statistics Registers

Address Name Description

0x0C8 TxFrameCnt Transmit Frame Count: Indicates the 
number of frames transmitted since this 
register was last read. 

0x0CC TxWordCnt Transmit Word Count: Indicates the 
number of 32-bit data words transmitted 
within FC frame(s) since this register was 
last read. 

0x0D0 TxKErrCnt Transmit K Error Count: Indicates the 
number of 32-bit data words transmitted 
with an invalid K character since this 
register was last read. 

0x0D8 TxRRDYCnt Transmit RRDY Count: Indicates the 
number of R_RDYs transmitted since this 
register was last read.

Disc
on

tin
ue

d I
P

http://www.xilinx.com


70 www.xilinx.com Fibre Channel User Guide
UG136 April 19, 2010

Chapter 4: Designing with the Core

Using the Statistics Vector
The core pinout includes a Statistics Vector which provides the real-time statistics 
increments for each statistic. This vector is the input to the statistics block when included in 
the core and provides an increment to the corresponding statistic counter on each clock 
cycle whenever that particular bit in the vector is high. This vector is available whether the 
core contains the optional statistics block or not, and allows for the creation of external 
statistic registers. The Statistics Vector is described in the following table.

Table 4-28: STATISTICS_VECTOR Bit Description 

STATISTICS_VECTOR Bit Name Statistic Increment

22 txrrdy txrrdycnt(0x0d8)

21 rxrrdy rxrrdycnt(0x0d4)

20 txkerror txkerrcnt (0x0d0)

19 txword txwordcnt (0x0cc)

18 txframe txframecnt (0x0c8)

17 rxpsmerror rxpsmerrcnt (0x0c4)

16 rxword rxwordcnt (0x0c0)

15 rxframe rxframecnt (0x0bc)

14 rxmaxframeerr rxmaxframeerrcnt (0x0b8)

13 rxminframeerr rxminframeerrcnt (0x0b4)

12 txeofni txeofnicnt (0x0b0)

11 txparityerror txparityerrorcnt (0x0ac)

10 txcrcerror txcrcerrorcnt (0x0a8)

9 txeofa txeofacnt (0x0a4)

8 rxcrcerror rxcrcerrorcnt (0x0a0)

7 rxeoferror rxeoferrorcnt (0x09c)

6 rxeofa rxeofacnt (0x098)

5 rxosderror rxosderrcnt (0x094)

4 rxalignerror rxalignerrcnt (0x090)

3 rx10berror rx10berrcnt (0x08c)

2 rxlosssignal rxlosssigcnt (0x088)

1 rxlosssync rxlosssynccnt (0x084)

0 rxlinkfailure rxlinkfailurecnt (0x080)
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Credit Management
Credit Management manages the amount of data that can be transmitted. It also controls 
the amount of credit that can be returned based on the received frames and status of the 
Client Interface. This section is only applicable when the optional Credit Management 
block has been included in the core.

Understanding Credit
Credit management is integral to the Fibre Channel speed and data integrity, and so it is 
important that the concept is understood. 

An example of a credit management problem is described here to aid this understanding:

• Port A and Port B are connected by a length of fibre. 

• Using the speed of light in the fibre, we can calculate how long a stretch of fibre will 
contain a maximum-sized FC frame. 

• We can then calculate how many maximum-sized FC Frames will fit, end-to-end in 
the fibre. For this example, assume that the number is 5. Remember that this fibre is 
bidirectional (that is, two fibres).

• We can say that if Port A transmitted a frame and then had to wait for an 
acknowledgement (r_rdy) before transmitting another frame, the delay between 
frames would be equivalent to ten frames (5 in either direction) delay. (10 frames x 
2148 bytes x 10 bits per byte = 214,800 bits)

• At 1 Gbps, each frame would last 1/5000th of a second.

• If Port A did not wait for the r_rdy, it would be possible to transmit frames 
continuously but not guarantee their reception, which is not allowed for Class 1 
(connect), Class 2, or Class F frames.

• If instead Port A had empirical evidence that Port B had at least 10 buffers free, Port A 
could send frames continuously with the r_rdy for the first frame arriving just after 
the tenth frame was sent, in time to allow the eleventh frame to be transmitted and so 
forth.

• This assumes that Port B can clear its receive buffers as fast as the frames arrive in 
those buffers, with some (5 frames worth) delay. An r_rdy should be transmitted 
from Port B only when it clears a buffer.

X-Ref Target - Figure 4-14

Figure 4-14: Buffer-to-Buffer Credit
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Buffer-to-Buffer Credit Counter
The Buffer-to-Buffer Credit counter keeps track of how many frames can be transmitted to 
the attached device. This counter is loaded with its initial value when the PSM enters the 
Active state or when it is forced through the use of the Immediate Update bit in the 
B2BCredit configuration register. The initial value loaded on transition to Active state is 
the Buffer-to-Buffer Credit field in the B2BCredit configuration register; see Table 4-16. The 
value is reset back to the default value of one on a linkinitorfailure condition.

The Buffer-to-Buffer Credit counter is incremented for each r_rdy that is received and 
decremented for each SOF that is transmitted. New frames will only be transmitted if this 
counter has a value greater than zero.

R_RDY Transmit Counter
Credit is returned for frames that have a valid SOF and have at least one word of valid data 
following the SOF, independent to the validity of the CRC.

The r_rdy counter keeps track of how many r_rdy primitives need to be transmitted 
based on how many frames were received. This counter is reset to a value of zero when the 
PSM enters the Active state. For each frame received that has a valid SOF for buffer-level 
credit management purposes, the r_rdy counter is incremented. In addition, the R_RDY 
counter is decremented each time an r_rdy primitive is transmitted.

The Client Interface can assert the applybackpressure signal to prevent the return of 
R_RDYs. On releasing applybackpressure, any pending r_rdy primitives are 
transmitted within the next interframe gap. The use of this signal is not required under 
normal conditions. See “Throttling Credit Primitives,” page 45 for more information.

Credit Recovery
As described in FC-FS v1.9 Section 18.5.11, there exists a method to detect both missing 
frames and missing r_rdy primitives and adjust the credit counter(s) accordingly. In the 
event of missing r_rdy primitives, the OutstandingB2BCredit will be incremented by the 
missing amount. Similarly, the amount of missing frames will increment the 
outstandingrrdycredit counter and return the missing credit.

Using BBCredit
As mentioned previously, the default value of one is used for BBCredit unless or until a 
new value is written to the B2BCredit register, and its use is either forced (see next 
subsection) or automatically picked up on a transition to Active state. 

Immediate Update

It is possible to use bit 16 in the B2BCredit register to cause an immediate update to the 
BBCredit value. This function would not normally be used.

Update on Link Reset

According to the Fibre Channel standards, BBCredit values should be exchanged during 
Port Initialization but not used until after a Link Reset command. The Fibre Channel core 
does this automatically, in that once the BBCredit value has been programmed into the 
B2BCredit register (without Immediate Update), the next time the Port State Machine 
enters the Active state that BBCredit value will be used by the core.
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Port Login and BBCredit

The sequence of events for setting and using BBCredit correctly are:

• Initialize Link

• Begin Port Initialization (send and receive PLOGI, FLOGI or ELP)

• Parse the far-end port BBCredit value and bb_sc_n value from the Login frame 

• Write that BBCredit value into B2BCredit register

• Write the bb_sc_n value into the bb_sc_n register

• One of the following: 

♦ Wait for LR primitive sequence to trigger Link Reset protocol or

♦ Force Link Reset by writing ‘10100’ to PSMControl Register, bits 20..16.

After Link Reset is complete, the new BBCredit value is used by the core. 

BBCredit and Frame Buffers

While a BBCredit value of up to 65535 may be used for the core (advertised during Login), 
it is up to you to provide enough frame buffers to support their specific application. A 
typical BBCredit value of 16 requires 16*2148 = 34368 bytes of memory.

Default BBCredit and Frame Buffers

Despite the default value of one for BBCredit, the core itself does not buffer any received 
frames, and you must provide a mechanism (for example, a FIFO) to receive at least a 
single frame of data.

Speed Negotiation
If the optional Speed Negotiation was selected during generation of a multi-speed core, the 
core is capable of performing speed negotiation. The interface for the Speed Negotiation 
block is shown in Figure 4-15. The additional logic will implement the FC FS Section 28 
Link Speed Negotiation algorithm. This enables a core which is capable of multiple data 
transfer rates to determine the highest speed common to the communicating devices. 
There are two registers that are associated with Speed Negotiation, and these are detailed 
in Table 4-29 and Table 4-30.
X-Ref Target - Figure 4-15

Figure 4-15: Speed Negotiation Interface
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Table 4-29 shows the Speed Negotiation Control register.

Table 4-30 shows the Speed Negotiation Status register.

Table 4-29: SpeedNegControl Register (0x070)

Bits
Configuration 

Vector bits
Configuration 

Status bits
R/W Description

31:8 N/A N/A N/A Reserved

7 112 231 R/W Speed Negotiation Start Request: 
Indicates that the Speed 
Negotiation has been requested to 
start when active (high).

6:0 N/A N/A N/A Reserved

Table 4-30: SpeedNegStatus Register (0x074) 

Bits
Configuration 

Status bits
R/W Description

31:20 N/A N/A Reserved

19:16 235-232 R Capabilities: Bit n indicates that the core is 
capable of 2n-16 Gbps speed. For example, if bits 
16 and 17 are set (high) the core is capable of 
both 1 and 2 Gbps speeds.

15:4 N/A N/A Reserved

3 230 R Speed Negotiation Result Valid: Indicates the 
result of speed negotiation is valid when active 
(high).

2:1 229-228 R Speed Negotiation Result: Indicates the result 
of Speed Negotiation. Only valid when bit 3 is 
active (high).

0 227 R Speed Negotiation Busy: Indicates that the 
speed negotiation process is currently running 
when active (high).Disc

on
tin

ue
d I

P

http://www.xilinx.com


Fibre Channel User Guide www.xilinx.com 75
UG136 April 19, 2010

Speed Negotiation

Performing Speed Negotiation
Performing speed negotiation requires the following steps: 

Without Management Interface

When the core is generated without Management Interface, do the following: 

• Ensure core PSM is in the Offline state by setting Configuration Vector bit 60, PSM 
Enable, inactive (low).

• Set Configuration Vector bit 112 to ‘1.’

• Wait until Configuration Status bit 227 is active (high) which indicates that speed 
negotiation is being performed.

• Wait until Configuration Status bit 227 is inactive (low) and bit 230 is active (high) 
which indicates that the process has completed successfully. If bit 230 is inactive 
(low), the speed negotiation process has failed and must be restarted.

• At this point speed negotiation is complete and the result can be seen on 
Configuration Status bits 229-228. 

• Assign the results of speed negotiation to core Rx speed (configuration_vector 
bits 113 and 98) and Tx speed (configuration_vector bits 114 and 99).

• Set Configuration Vector bit 112 to ‘0.’

• Core operation may begin as normal by enabling the PSM.

• To cancel Speed negotiation, set Configuration Vector bit 112 to ‘0.’

With Management Interface

When the core is generated with the Management Interface, do the following: 

• Ensure core PSM is in the Offline state by clearing bit 0 in register 0x020,PSMControl.

• Write a ‘1’ to register 0x70 bit 7, which is the Speed Negotiation Start Request bit.

• Read register 0x74 to ensure bit 0 is active (high) which indicates that speed 
negotiation is being performed.

• Read register 0x74 until bit 0 is inactive (low). Bit 3indicates that the process has 
completed, and the result is valid when active (high). If bit 3 is inactive (low), the 
speed negotiation process has failed and must be restarted.

• At this point speed negotiation is complete and the result can be obtained by reading 
register 0x74 bits 2 (msb) and 1 (lsb).

• Write this result to linkcontrol register (0x010) bits 17:16 (Rx Speed) and 1:0 
(TxSpeed).

• Write a ‘0’ to bit 7 of register 0x70, which clears the Speed Negotiation Start Request 
bit.

• Core operation may begin as normal by enabling the PSM.

• To cancel Speed negotiation, write ‘0’ to bit 7 of register 0x70.

Note: The Speed Negotiation block is optional.

It is perfectly reasonable to perform speed negotiation in software without reference to this 
speed negotiation block. Simply generate the core without the speed negotiation option 
and use the configuration and status interfaces (with or without the host interface) to 
implement the speed negotiation algorithm as described in the FC-FS standard document.
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Turning on the speed negotiation option in the CORE Generator software will include a 
small amount of extra logic in the core, and generate a separate speed negotiation netlist 
that you must instantiate at the wrapper level (the same level as the MGT and DCM 
instantiation). The simple interface between the core and the speed negotiation block has 
been designed to make it simple for your own speed negotiation block to be substituted for 
the Xilinx supplied netlist.

Table 4-31 and Table 4-32 detail the speed negotiation control vectors to enable users to 
create their own speed negotiation blocks. All bits of speednegctl2core must be 
connected. Unused bits of core2speednegctl should be left open to allow the synthesis 
tools to remove the unused logic from the core.

Table 4-31: SpeedNegCtl2Core 

Bit(s)
Configuration Register 

Cross Reference
Description

13 N/A Rx Error Select: Selects either LOSync (when low) 
or 10bit and Alignment Errors (when high).

12 opticscontrol bit 0 Transmit Disable: Disables the Transmit laser 
when active (high).

11 linkcontrol bit 20 Receive MGT Disable: Disables the operation of 
the receiver channel with the MGT when active 
(high).

10:9 linkcontrol bits [17:16] Receive Speed: Selects the receive serial data 
baud: 

• 0x0 = Slower speed or 1 Gbps
• 0x1 = Faster speed or 2 Gbps or 4 Gbps

8 linkcontrol bit 4 Transmit MGT Disable: Disables the operation of 
the transmit channel with the MGT when active 
(high).

7:6 linkcontrol bits [1:0] Transmit Speed: Selects the transmit serial data 
baud: 

• 0x0 = Slower speed or 1 Gbps
• 0x1 = Faster speed or 2 Gbps or 4 Gbps

5 N/A Reset Speed Neg Stat counter: Resets the Speed 
Negotiation stats counter.

4 speednegstatus bit 0 Speed Negotiation Busy: Indicates that the speed 
negotiation process is currently running when 
active (high).
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3 speednegstatus bit 3 Speed Negotiation Result Valid: Indicates the 
result of speed negotiation is valid when active 
(high).

2:1 speednegstatus bits [2:1] Speed Negotiation Result: Indicates the result of 
Speed Negotiation. Only valid when bit 3 is active 
(high).

0 N/A Speed Negotiation Mode: When active (high), the 
speed negotiation block is in control of the core 
speed setting. This bit should be set at the start of 
the speed negotiation process and cleared on 
completion.

Table 4-32: Core2SpeedNegCtl 

Bit(s)
Configuration Register 

Cross Reference
Description

78:75 speednegstatus bits [19:16] Capabilities: Bit n indicates that the core is 
capable of 2n-75 Gbps speed. For example, if bits 
75 and 76 are set (high) the core is capable of 
both 1 and 2 Gbps speeds.

74 N/A Rx Error Detected: Indicates that the error type 
selected by SpeedNegCtl2Core bit 13 has been 
detected.

73:42 N/A Optional Timer Counter: Indicates the state of 
the optional timer. Free-running 32-bit counter 
running off the main system clock (53.125 MHz 
for the 1 and 2 Gbps core)

41:10 rxlosssynccnt Receive Error Count: Indicates the number of 
receive errors (events indicated by bit 74). Reset 
by bit 5 of SpeedNegCtl2Core

9:8 psmstatus bits [19:18] Port State Machine: Current Major PSM state 

7 linkstatus bit 0 Transmit Buffer Error: Indicates Transmit MGT 
buffer error.

6:1 linkstatus bits [21:16] Loss of Synchronization Finite State Machine: 
Loss of Synchronization FSM output vector. 
This vector indicates the current state of the 
receive channel synchronization process.

0 speednegcontrol bit 7 Speed Negotiation Start Request: Indicates that 
the Speed Negotiation has been requested to 
start when active (high).

Table 4-31: SpeedNegCtl2Core 

Bit(s)
Configuration Register 

Cross Reference
Description
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Loopback Mode
When one of the internal MGT loopback modes is selected on the mgt_loopback[1:0] 
pins, your application must drive the following input signals at the correct levels. These 
would normally be driven by the PHY Optics module. In serial loopback mode, the 
transmit serial pins on the MGT must be terminated as if they were driving a PHY.

• mod_def_0_p - drive high

• tx_fault_p - drive low

• rx_los_p - drive low
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Constraining the Core

This chapter defines the constraint requirements of the Fibre Channel core. An example 
user constraints file (UCF) is provided with the HDL wrapper file, which provides 
examples of constraint requirements for the design. 

Detailed information about using the wrapper file and the example design can be found in 
the Fibre Channel Getting Started Guide. 

Optional User Constraints
There are no optional user constraints for the core.

Required Constraints for Virtex-4 Devices

Device, Package, and Speedgrade Selection
The part and package should be a Virtex®-4 device with the following attributes:

• Large enough to accommodate the core

• Contains a sufficient number of IOBs

• -10 speed grade for cores without Statistics Gathering, -11 with Statistics Gathering

Many more IOBs are required for the stand-alone HDL wrapper design than would 
normally be expected in the encapsulation of the Fibre Channel core by you.

I/O Location Constraints

MGT Location(s)

There are no restrictions on the placement of MGTs in Virtex-4 devices.

Clock Location(s)

There are no restrictions on the placement of Clock components in Virtex-4 devices.

Placement Constraints
Other than the MGTs and Clock buffers, placement constraints may be required for the 
bufgmux(s) in the design. Examples are in the UCF delivered with the HDL wrapper for 
the core.
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Timing Constraints
Examples are provided in the UCF delivered with the HDL wrapper for the core.

Period(s) for Clock Net(s)

There is a single Period constraint of 4680 ps for the input clock for all configurations. From 
this, most other required constraints are derived by the tools. The system clock for multi-
speed cores is specified with Period 9360 ps or 18720 ps, depending on the core.

Timespecs for Critical Logic

There will be single Timespecs in the UCF for cores generated with the Statistics Gathering 
block. This controls the timing of an address bus in the design and should not be removed.

Required Constraints for Virtex-5 Devices

Device, Package, and Speedgrade Selection
The part and package should be a Virtex-5 device with the following attributes:

• Large enough to accommodate the core

• Contains a sufficient number of IOBs

• -2 speed grade

Many more IOBs are required for the stand-alone HDL wrapper design than would 
normally be expected in the encapsulation of the Fibre Channel core by you.

I/O Location Constraints

GTP Location(s)

There are no restrictions on the placement of GTP transceivers in Virtex-5 devices.

Clock Location(s)

There are no restrictions on the placement of Clock components in Virtex-5 devices.

Placement Constraints
Other than the GTP transceivers and Clock buffers, placement constraints may be required 
for the bufgmux(s) in the design. Example(s) are in the UCF delivered with the HDL 
wrapper for the core.
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Required Constraints for Virtex-5 Devices

Timing Constraints
Example(s) are in the UCF delivered with the HDL wrapper for the core.

Period(s) for Clock Net(s)

There is a single Period constraint of 4680 ps for the input clock for all configurations. From 
this, most other required constraints are derived by the tools. The system clock for multi-
speed cores is specified with Period 9360 ps or 18720 ps, depending on the core.

Timespecs for Critical Logic

There are single Timespecs in the UCF for cores generated with the Statistics Gathering 
block. This controls the timing of an address bus in the design and should not be removed.
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Chapter 6

Design Considerations

This chapter provides information about design considerations associated with 
implementing the Fibre Channel core. 

General Recommendations for RocketIO Transceiver Clock Speed
To determine the RocketIO™ transceiver reference clock speed for the specific target 
device, see the respective RocketIO Transceiver User Guide and the information in this 
chapter. 

• Virtex®-4 Device. Virtex-4 FPGA RocketIO Multi-Gigabit Transceiver User Guide 
(UG076) 

• Virtex-5 Device. Virtex-5 FPGA RocketIO GTP Transceiver User Guide (UG196)

Clocking for Virtex-4 Devices
The recommended clocking scheme varies for each speed configuration of the core. Most 
importantly, the clocking scheme is closely bound with the MGTs clocking requirements 
as defined in the following sections. 
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Single-speed Core

1 Gbps Core

Figure 6-1 illustrates the recommended clocking scheme for the 1 Gbps Fibre Channel core. 
The refclk input must come directly from the gt11clk.
X-Ref Target - Figure 6-1

Figure 6-1: 1 Gbps-only Virtex-4 FPGA Fibre Channel Core Clocking Scheme 
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Clocking for Virtex-4 Devices

2 Gbps Core

Figure 6-2 illustrates the recommended clocking scheme for the 2 Gbps Fibre Channel core. 
X-Ref Target - Figure 6-2

Figure 6-2: 2 Gbps-only Virtex-4 FPGA Fibre Channel Core Clocking Scheme
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4 Gbps Core

Figure 6-3 illustrates the recommended clocking scheme for the 4 Gbps Fibre Channel core. 

Multi-speed Core

Primary Clocking Scheme

Dual-speed operation is more complicated. As the TX and RX paths can be run at different 
rates, the clocks are selected depending on the settings of tx_speed and rx_speed. The 
transmit clock is generated from within the GT11 as txoutclk1 and the receive clock is 
derived from the refclk signal through a DCM with the clkin_divide_by_2 attribute 
set. See Figure 6-4.

X-Ref Target - Figure 6-3

Figure 6-3: 4 Gbps-only Virtex-4 FPGA Fibre Channel Core Clocking Scheme
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Clocking for Virtex-4 Devices

X-Ref Target - Figure 6-4

Figure 6-5 shows the clocking scheme for multi-speed 2/4 Gbps configuration. The core 
clock frequency is 106.25 MHz. The DCM does not have the clkin_divide_by_2 
attribute set in this case. This is the only difference between the 2/4 and the 1/2 Gbps 
Virtex-4 device clocking scheme.

Figure 6-4: Multi-speed 1/2 Gbps Virtex-4 FPGA Fibre Channel Core Clocking Scheme
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X-Ref Target - Figure 6-5

Fixed Multi-speed Clocking Scheme

If you want to implement a simplified multi-speed design where the RX and TX paths run 
at the same rate, ensure that tx_speed and rx_speed are the same. However, this 
configuration will not be capable of fully implementing the FC FS Section 28 Speed 
Negotiation Algorithm.

Clocking the User Design
Use the Clock output from the Fibre Channel core to drive logic and registers in your own 
design. If this is not possible, special care must be taken when crossing between clock 
domains, using whatever buffering techniques are applicable.

Figure 6-5: Multi-speed 2/4 Gbps Virtex-4 FPGA Fibre Channel Core Clocking Scheme
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Clocking for Virtex-5 Devices

Clocking for Virtex-5 Devices
The recommended clocking scheme is different for each speed configuration of the core. 
Most importantly, the clocking scheme is closely bound with the GTP transceiver clocking 
requirements as defined in the following sections. The clocking schemes provided here use 
the refclk inputs to the GTP(s).

Single-speed Core

1 Gbps Core

Figure 6-6 illustrates the recommended clocking scheme for the 1 Gbps-only Fibre Channel 
core. A single DCM is recommended to generate the core clock from the source clock. The 
refclk input must come directly from the ibufds.
X-Ref Target - Figure 6-6

Figure 6-6: 1 Gbps-only Virtex-5 FPGA Fibre Channel Core Clocking Scheme
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2 Gbps Core

Figure 6-7 illustrates the recommended clocking scheme for the 2 Gbps Fibre Channel core. 
A single DCM is required to generate the core clock from the source clock.

Multi-speed Core
Dual-speed operation is more complex—txusrclk must be frequency-locked to refclk, 
meaning that txusrclk cannot be derived from the DCM of another clock input, even if 
the frequencies (in theory) should be the same. The restriction is not true for rxusrclk, 
which can be different because it has the receive elastic buffer to compensate. 

The Core Clock must be kept at 53.125 MHz, regardless of the frequency at which the two 
GTP transceivers are running. Also, Core Clock, txusrclk and rxusrclk must all be 
derived from the same clock source, as illustrated in Figure 6-8. Note that rxusrclk does 
not necessarily derive from the same clock selected on the GTP transceiver; however, this 
is acceptable because the clocking inconsistencies are handled by the receive elastic 
buffer. The three output clocks are all frequency-locked, but buffering is handled at the 
16/32-bit interface to address the phase imbalance.

X-Ref Target - Figure 6-7

Figure 6-7: 2 Gbps-only Virtex-5 FPGA Fibre Channel Core Clocking Scheme
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Multiple Cores

X-Ref Target - Figure 6-8

This clocking relationship causes an indeterminate skew between the clocks. txusrclk 
will probably be similar to the Core Clock, but unless the BUFGs are locked down, this 
cannot be guaranteed. Rxusrclk will be significantly skewed from the Core Clock (about 
5 ns; but again, unless the BUFGs are locked down, this value is cannot be accurately 
determined).

Multiple Cores
There are no known issues when instancing multiple Fibre Channel cores on a single 
device. It should be possible to share clocks between cores and to replicate any necessary 
placement and timing constraints to suit your application.

• For Virtex-4 device implementations, multiple RocketIO MGTs can be supplied from 
a single GT11CLK_MGT component. See the Virtex-4 RocketIO Multi-Gigabit 
Transceiver User Guide (UG076) for more information.

• For Virtex-5 device implementations, multiple RocketIO GTP transceivers can be 
supplied from a single IBUFDS component. See the Virtex-5 RocketIO GTP Transceiver 
User Guide (UG196) for more information.

Wrapper Files
The HDL wrapper file delivered with the core by the CORE Generator™ software contains 
the Fibre Channel core, any MGTs and DCMs required for the speed configuration, and 
also IOBs and pipeline registers on every remaining input and output on the core. The 
wrapper also contains a simple FIFO used to feed RX data back out on the TX path, 
enabling you to synthesize the example design, create a bitstream, and immediately 
download it to a device and observe its performance in hardware. 

See the Fibre Channel Getting Started Guide for detailed information about using the 
wrapper files and the example design.

Figure 6-8: Multi-speed Virtex-5 FPGA Fibre Channel Core Clocking Scheme
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Power Management
No special considerations for the Fibre Channel core.

Reset Conditions
Examples are included in the HDL wrapper which show how to safely generate 
synchronous reset signals to each part of the design. 

Startup Sequencing
The following is the startup sequence for the Fibre Channel core: 

1. Enable the PHY by setting the Transmit Disable bit to ‘0’ in the OpticsControl register.

2. Set the speed for the transceivers and enable them by setting the appropriate register 
bits in the LinkControl register. It is not necessary to set the speed for single-speed 
cores.

Note: There is an appreciable startup time for the RocketIO transceivers depending on the 
Virtex family targeted.

3. Negotiate Speeds (multi-speed core only). See “Speed Negotiation for Multi-speed 
Cores.”

4. Enable the Port State Machine (PSM) by setting the appropriate bit in the PSMControl 
register.

At this point the core will attempt to Initialize the link following the FC-PH standard 
(Old Port State Machine).

5. Wait for Active state. If Link Initialization was successful, the core will enter the Active 
state and begin transmitting Fill words or any valid FC-FS frames presented on its 
Client Transmit Interface. It will also be able to receive frames.

Note: With a default BBCredit of 1, only one frame may be transmitted before receiving an 
R_RDY primitive.

Port Initialization
During Port Initialization, your logic is responsible for extracting the BBCredit and 
possibly bb_sc_n values from the login frame and also for programming those values into 
the appropriate registers in the Fibre Channel core. Once these values are programmed, 
your logic may either wait for the Link Reset primitive sequence to arrive, or initiate Link 
Reset itself. See “Operation of State Machine” for detailed information. 

When the PSM enters Active state once more, the programmed BBCredit value is used. 

Operation of State Machine
The Port State Machine in the Fibre Channel core should power up in the OL1 state. To 
reset the PSM at any time disable it and then re-enable it using the PSM Enable bit in the 
PSMControl register. This causes the PSM to re-enter OL1 state and stay there for at least 
ols_tov.

To start the Link Reset protocol, write the value ‘0100’ to the PSMNext bits in the 
PSMControl register and a ‘1’ to the psmnextvalid bit in the same register. The PSM then 
cleanly transitions to the LR1 state to start the Link Reset protocol.
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Speed Negotiation for Multi-speed Cores

Speed Negotiation for Multi-speed Cores
The Fibre Channel multi-speed core is capable of working within the Fibre Channel Speed 
Negotiation protocol as described in FC-FS Section 28. If speed negotiation is not selected 
during core generation, you need to implement this protocol. To implement this protocol, 
hardware or firmware is typically used. 

The core can be used to negotiate speeds in the following ways: 

• Set the TX and RX speed and read from the RXLOSSSYNC statistics register to clear it.

• Wait at least 1000 clock ticks (2000 when running at 1 Gbps) and check the 
RXLOSSSYNC statistics register.

♦ If the rxlosssync statistic reads non-zero then that RX speed was no good at 
the current TX speed from the far-end FC Port.

• Try other combinations of TX and RX speeds until the speed table can be collated and 
the best speed chosen following the protocol.

Because sync is only lost after RX speed does not match the current TX speed at the far-end 
FC Port, it may be better to use rxalignerr or rxosderr statistics for a clearer indication 
of sync loss. 

Common Use Cases
The user will likely create their own client logic for the core, discarding the FIFO and 
thereby creating a full Fibre Channel port. The remaining core clock, as an output from the 
example design, can be used as a system clock in your design.

The PowerPC® 405 embedded processor on Virtex-4 FX devices may be used to run the 
firmware for an FC Port based around the FC core.

Related Information
The following are not included with the core:

• The core has no internal frame buffer

- Buffer management is simplified by this feature when a complete FC Port is 
created by you. A simple Receive FIFO may suffice.

• The core is not a Fibre Channel Port

- The core can be used to create any non-loop F, N, E, or B Port by adding client 
logic and/or firmware.
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Chapter 7

Implementing A Design

This chapter provides instructions for establishing a design environment and creating a 
bitstream to download to a device. 

Functional Simulation
Functional simulation is supported through the dynamic generation of a gate-level 
simulation model in the ISE® software.

Only ModelSim is supported for simulation. 

Virtex®-4 and Virtex-5 devices require a Verilog LRM-IEEE 1364-2005 encryption-
compliant simulator. 

For VHDL simulation, a mixed HDL license is required. 

To construct the gate-level netlist for simulation, follow the instructions in Chapter 3, 
“Implementation and Test Scripts,” in the Fibre Channel Getting Started Guide. 

ModelSim
To simulate the netlist in the demo test bench:

• Start ModelSim in your simulation/functional directory. 

• Make sure you have the Xilinx SimPrim libraries compiled and mapped. See the Fibre 
Channel Getting Started Guide for more information.

• Execute the macro simulate_mti.do; this compiles the netlist and the test bench 
and runs the test. 

More features are available in the demo test bench (such as introducing serial bit errors into 
the data). To get access to these features, edit the simulate_mti.do.

Accessing Extended Tests

To access the extra features in the demo test bench, follow these steps replacing <1..9> 
with the number required.

VHDL Test Bench

• Edit the file simulate_mti.do to add ‘-gERROR_TYPE=<1..9>’ to the vsim 
command line.
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Verilog Test Bench

• Edit the file simulate_mti.do to add ‘+define+ERROR_TYPE=<1..9>’ to the 
vlog command which compiles the demo test bench.

Alternatively, edit the file demo_tb.v/vhd and change the default value of the 
error_type parameter. Recompiling the test bench will result in this new value being 
used. These steps result in the error_type parameter in the test bench having the given 
value from 1 to 9, which simulates a specific error from Table 7-1.
 

Effect of ERROR_TYPE Parameter on Simulation

With error_type = 1..4, the simulation is self-explanatory, but for other settings there is 
some extra information which is worth knowing.

With error_type = 5, each frame received by the core will have a bad CRC. On re-
transmission, the EOF from the original frames is replaced with a EOFa by the core due to 
the incorrect CRC being presented.

With error_type = 6, the only frame received by the core will have a bad SOF. Because 
an SOF is never recognized for re-transmission, no frames will be transmitted by the core.

With error_type = 7, each frame received by the core will have a bad EOF. On re-
transmission, the EOF from the original frames is replaced with a EOFa by the core.

With error_type = 8, a single r_rdy is transmitted by the core in response to the first 
frame received. After this, the applybackpressure signal is driven high. No more 
r_rdys will be transmitted and the count of outstanding r_rdys to be sent is checked at 
the end of simulation. This is not in fact an error.

With error_type = 9, each frame received by the core will have a missing EOF. On re-
transmission, the missing EOF will cause an underflow on the client side, and an EOFa will 
be inserted by the core. This is slightly artificial in that the FIFO is specially designed to 
react in this way to a missing EOF, but helps to illustrate the error condition.

Table 7-1: ERROR_TYPE Mapping in Demo Test Bench

ERROR_TYPE Error Simulated

1 R_T_TOV expires (having first been set to a low value) 

2 Loss of Signal 

3 TX Fault 

4 Loss of Sync > Limit 

5 Each frame has a Bad CRC 

6 Each frame has a bad SOF 

7 Each frame has a bad EOF 

8 Back pressure is applied to core (not an error)

9 Client data underflows (data gets 'cut off' in mid-frame)
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Synthesis

Synthesis
XST is supported as a synthesis tool.

XST is called by the scripts provided with the HDL wrapper and the core. 

Xilinx Tool Flow
This section describes the Xilinx tools flow for your environment. Some steps are only 
applicable to Evaluation or Fully licensed cores.

Generating the Example Design Netlist
The core is delivered by the CORE Generator™ software as a netlist and an HDL wrapper 
file. To create a netlist that can be downloaded to a device, it is necessary to synthesize the 
wrapper. 

A script has been provided (both for MS DOS and Linux - implement.bat and 
implement.sh respectively) which first runs XST on the correct files and produces a 
netlist named <corename>_top.ngc.

You will see some warnings about unconnected output ports on the MGTs/GTPs and also 
warnings that both the MGTs/GTPs and the core itself will have Black Box components 
generated. These warnings may be safely ignored.

The implement script then copies some files to a temporary directory and calls ngdbuild 
on the top-level design, resulting in a file <corename>_top.ngd. There may be a few 
warnings about unused signals which may be safely ignored.

Mapping the Design
The implement script then calls the map tool with the -timing option, producing the file 
mapped.ncd. Any warnings from the tool may be ignored.

Place-and-Route
Next, the implement script then calls the par tool, producing the file routed.ncd. 
There should be no warnings and no errors from the tool.

Generating a Bitstream
Finally the implement script then calls the bitgen tool, producing the file routed.bit. 
Any warnings may be ignored, and there should be no errors from the tool. The bitstream 
file produced can be then downloaded to a suitable device.

Static Timing Analysis
The script also runs the trace tool to get some timing analysis, producing the trace report 
file routed.twr. 
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Gate-level Simulation
Only ModelSim is supported for gate-level simulation and is only applicable to Evaluation 
or Fully licensed cores. 

Virtex-4 and Virtex-5 devices require a Verilog LRM-IEEE 1364-2005 encryption-compliant 
simulator. 

For VHDL simulation, a mixed HDL license is required. 

ModelSim
After running bitgen, the script provided with the core will create the following:

• VHDL netlist: routed.vhd 

or

• Verilog netlist: routed.v 

• Standard Delay Format (SDF) file for each netlist: routed.sdf

To simulate the back-annotated gate-level netlist in the demo test bench:

• Start ModelSim in your simulation/timing directory.

• Make sure you have the Xilinx SimPrim libraries compiled and mapped. See the 
Getting Started User Guide for more information.

• Execute the macro simulate_mti.do.

This should compile the netlist and test bench and run the test. 

More features are available in the demo test bench (such as introducing serial bit errors into 
the data), and the simulate_mti.do may be edited by you to gain access to these. See 
“Functional Simulation,” page 95 for more information.
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Appendix A

Core Verification, Compliance, and 
Interoperability

Simulation and Hardware Verification
The Xilinx Fibre Channel core has been verified with extensive simulation; and the core has 
been tested in hardware both within Xilinx and at the University of New Hampshire 
Interoperability Lab (UNH IOL).

Simulation
A highly parameterized test bench was used to verify the Fibre Channel core at all 
operating speeds. Tests include

• Register access 

• LOS FSM

• Port State Machine 

• Framing 

• Statistics gathering 

Hardware Verification
A simple Fibre Channel B Port design was created around the Fibre Channel core netlist 
(with Statistics gathering and Management Interface). The design followed the 
architecture shown in Figure A-1, at the time mapped to a Virtex®-II Pro device on an 
ML323 characterization board. A Virtex-4 FX or Virtex-5 FXT part would be the current 
equivalent.

This design was subjected to protocol and interoperability testing at the UNH IOL where it 
passed every FC-PH test at both operating speeds, all speed negotiation tests, and FC-1 
tests at both 1 Gbps and 2 Gbps operating speeds. 

X-Ref Target - Figure A-1

Figure A-1: Test Design Block Diagram
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Software running on the embedded PowerPC® 405 processor and the Statistics Gathering 
block were used together to implement the FC-FS Section 28 Speed Negotiation algorithm. 
This was proven to work correctly when the design was connected to a QLogic 2 Gbps N 
Port and a QLogic 1 Gbps Switch. Internal testing also showed the core interoperating with 
Brocade 3200 switches (Firmware v3.0.xxx and v3.1.xxx). 
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Appendix B

Core Packet Efficiency and Latency

General
The latency figures given in the following sections may vary due to the crossing of clock 
domains within the core.

Transmit Path Latency
As measured from the first 32-bit word being accepted on the Client-side interface until the 
first half of that word appears on the 16-bit MGT interface, the latency through the core in 
the transmit direction is 12 clock ticks for a core running at 2 Gbps and 24 clock ticks for a 
core running at 1 Gbps.

Receive Path Latency
As measured from a 16-bit word appearing on the 16-bit MGT interface until the same 16 
bits appears as part of a 32-bit data word on the Client-side interface, the latency through 
the core in the receive direction is 7clock ticks for a core running at 2 Gbps and 14 clock 
ticks for a core running at 1 Gbps.
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