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When the frame is complete, it is completed by a Terminate character (the T in lane 1 of 
Figure 3-4). The Terminate character can occur in any lane; the remaining lanes are padded 
by XGMII idle characters.

X-Ref Target - Figure 3-4

Figure 3-4: Normal Frame Transmission Across the Internal 64-bit Client-Side I/F
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Figure 3-5 depicts a similar frame to that in Figure 3-4, with the exception that this frame is 
propagating an error. The error code is denoted by the letter E, with the relevant control bits 
set.

X-Ref Target - Figure 3-5

Figure 3-5: Frame Transmission with Error Across Internal 64-bit Client-Side I/F
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Interfacing to the Receive Client Interface

Internal 64-bit Client-Side Interface

The timing of a normal inbound frame transfer is shown in Figure 3-6. As in the transmit 
case, the frame is delimited by a Start character (S) and by a Terminate character (T). The 
Start character in this implementation can occur in either lane 0 or in lane 4. The Terminate 
character, T, can occur in any lane.

X-Ref Target - Figure 3-6

Figure 3-6: Frame Reception Across the Internal 64-bit Client Interface
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Figure 3-7 shows an inbound frame of data propagating an error. In this instance, the error 
is propagated in lanes 4 to 7, shown by the letter E.

MDIO Interface
The Management Data Input/Output (MDIO) interface is a simple, low-speed 2-wire 
interface for management of the RXAUI core consisting of a clock signal and a bidirectional 
data signal. It is defined in clause 45 of IEEE Standard 802.3-2008.

An MDIO bus in a system consists of a single Station Management (STA) master 
management entity and several MDIO Managed Device (MMD) slave entities. Figure 3-8 
illustrates a typical system. All transactions are initiated by the STA entity. The RXAUI core 
implements an MMD.

X-Ref Target - Figure 3-7

Figure 3-7: Frame Reception with Error Across the Internal 64-bit Client Interface
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If implemented, the MDIO interface is implemented as four unidirectional signals. These can 
be used to drive a 3-state buffer either in the FPGA SelectIO™ interface buffer or in a 
separate device. 

The type_sel port is registered into the core at FPGA configuration and core hard reset; 
changes after that time are ignored by the core. Table 3-3 shows the mapping of the 
type_sel setting to the implemented register map.

The prtad[4:0] port sets the port address of the core instance. Multiple instances of the 
same core can be supported on the same MDIO bus by setting the prtad[4:0] to a 
unique value for each instance; the RXAUI core ignores transactions with the PRTAD field set 
to a value other than that on its prtad[4:0] port.

MDIO Transactions

The MDIO interface should be driven from a STA master according to the protocol defined 
in IEEE Std. 802.3-2008. An outline of each transaction type is described in the following 
sections. In these sections, these abbreviations apply:

• PRE: preamble

• ST: start

• OP: operation code

• PRTAD: port address

• DEVAD: device address

• TA: turnaround

X-Ref Target - Figure 3-8

Figure 3-8: A Typical MDIO-Managed System

Table 3-3: Mapping of type_sel Port Settings to MDIO Register Type

type_sel setting MDIO Register Description

 00 or 01 10GBASE-X PCS/PMA When driving a 10GBASE-X PHY

 10 DTE XGXS When connected to a 10GMAC through XGMII

11 PHY XGXS When connected to a PHY through XGMII
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Set Address Transaction

Figure 3-9 shows an Address transaction defined by OP = 00. Set Address is used to set the 
internal 16-bit address register of the RXAUI core for subsequent data transactions (called 
the current address in the following sections).

Write Transaction

Figure 3-10 shows a Write transaction defined by OP = 01. The RXAUI core takes the 16-bit 
word in the data f ield and writes it to the register at the current address.

Read Transaction

Figure 3-11 shows a Read transaction defined by OP = 11. The RXAUI core returns the 
16-bit word from the register at the current address.

X-Ref Target - Figure 3-9

Figure 3-9: MDIO Set Address Transaction

X-Ref Target - Figure 3-10

Figure 3-10: MDIO Write Transaction

X-Ref Target - Figure 3-11

Figure 3-11: MDIO Read Transaction
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Post-Read-increment-address Transaction

Figure 3-12 shows a Post-read-increment-address transaction, defined by OP = 10. The 
RXAUI core returns the 16-bit word from the register at the current address then increments 
the current address. This allows sequential reading or writing by a STA master of a block of 
register addresses.

For detail on the MDIO registers, see MDIO Interface Registers.

X-Ref Target - Figure 3-12

Figure 3-12: MDIO Read-and-increment Transaction
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Customizing and Generating the Core
This chapter includes information about using Xilinx tools to customize and generate the 
core in the Vivado™ Design Suite environment.

Vivado Integrated Design Environment (IDE)
Figure 4-1 displays the main screen for customizing the RXAUI core.

X-Ref Target - Figure 4-1

Figure 4-1: RXAUI Main Screen
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For general help with starting and using the Vivado GUI, see the documentation supplied 
with the Vivado Design Suite.

Component Name
The component name is used as the base name of the output f iles generated for the core. 
Names must begin with a letter and must be composed from the following characters: a 
through z, 0 through 9 and “_” (underscore).

MDIO Management
Select this option to implement the MDIO interface for managing the core. Deselect the 
option to remove the MDIO interface and expose a simple bit vector to manage the core. 

The default is to implement the MDIO interface.

Common Clocking and Resets
Select this option to include the Common Transceiver PLL, clock buffers, and any clocking 
reset logic within the core. 

Deselect this option if you require to use external clocking logic, wish to source the 
Common PLL clocks from another core, or use it externally. When this option is deselected, 
the clocking logic and resets are placed in the example design f iles.

Output Generation
The core has various selectable output products. These can be generated by right-clicking 
on the customized piece of IP in the Sources window.

• Examples – Source HDL and constraints for the example project

• Simulation – Simulation source files

• Synthesis – Synthesis source f iles

• Examples Simulation – Test bench for the example design

• Instantiation Template – Example instantiation template for the core level module.

http://www.xilinx.com
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Constraining the Core
This chapter is applicable to the Vivado™ Design Suite environment. 

This chapter describes how to constrain a design containing the RXAUI core. An XDC file is 
applied to the core instance. This XDC is available through the IP Sources view under 
Synthesis. No modification is required to this f ile. 

There are some additional constraints required that are design specific such as transceiver 
location constraints. These are detailed in this chapter and an example of such constraints 
can be found in the example design. See Chapter 6, Detailed Example Design, for a 
complete description of the Vivado Design Suite output f iles.

CAUTION! Not all constraints are relevant to specific implementations of the core; consult the XDC 
created with the core instance to see exactly what constraints are relevant.

Required Constraints
This section defines the additional constraint requirements for the core. Constraints are 
provided with an XDC file. An XDC is provided with the HDL example design to give a 
starting point for constraints for the user design. The following constraints are required.

Clock Frequencies
DCLK should also be specif ied:

create_clock -name dclk -period 20.000 [get_ports dclk]

This constraint defines the frequency of DCLK that is supplied to the transceivers. The 
example design uses a nominal 50 MHz clock.

http://www.xilinx.com
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Clock Management
The Dune Networks RXAUI core has one clock domain: 

• The refclk domain derived from the TXOUTCLK output of the GTX/GTH transceiver.

• The core XDC applies a create_clock constraint on the TXOUTCLK output port.

Transceiver Placement

7 Series GTH Transceivers
set_property LOC GTHE2_CHANNEL_X0Y0 [get_cells rxaui_support_i/rxaui_block_i/
gt0_<ComponentName>_gt_wrapper_i/gthe2_i]
set_property LOC GTHE2_CHANNEL_X0Y1 [get_cells rxaui_support_i/rxaui_block_i/
gt1_<ComponentName>_gt_wrapper_i/gthe2_i]

7 Series GTX Transceivers
set_property LOC GTXE2_CHANNEL_X0Y0 [get_cells rxaui_support_i/rxaui_block_i/
gt0_<ComponentName>_gt_wrapper_i/gtxe2_i]
set_property LOC GTXE2_CHANNEL_X0Y1 [get_cells rxaui_support_i/rxaui_block_i/
gt0_<ComponentName>_gt_wrapper_i/gtxe2_i]

These constraints lock down the placement of the transceivers.

7 Series GTP Transceivers
set_property LOC GTPE2_CHANNEL_X0Y0 [get_cells rxaui_support_i/rxaui_block_i/
gt0_<ComponentName>_gt_wrapper_i/gtpe2_i]
set_property LOC GTPE2_CHANNEL_X1Y0 [get_cells rxaui_support_i/rxaui_block_i/
gt1_<ComponentName>_gt_wrapper_i/gtpe2_i]
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Detailed Example Design
This chapter provides detailed information about the example design, including a 
description of the f iles and the directory structure generated by the Xilinx Vivado™ Design 
Suite, the purpose and contents of the provided scripts, the contents of the example HDL 
wrappers, and the operation of the demonstration test bench.

Example Design
Figure 6-1 illustrates the clock and reset enabled configuration of the example design.

Figure 6-2 illustrates the clock and reset disabled configuration of the example design.

X-Ref Target - Figure 6-1

Figure 6-1: RXAUI Example Design and Test Bench – Clock and Reset Enabled
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The RXAUI example design consists of the following: 

• Clock buffers for DCLK

• Re-timing registers on the parallel data interface, both on inputs and outputs

• An instance of the support level module which contains the core, clocking modules, 
reset modules, and transceiver common module instance

IMPORTANT: This module is only present in the example design if the Common Clocking and Resets 
option is deselected, otherwise it is part of the core logic.

The RXAUI Design Example has been tested with Xilinx  Vivado™ Design Suite and Mentor 
Graphics Questa® SIM (the versions of these tools are available in the Xilinx Design Tools: 
Release Notes Guide.

Demonstration Test Bench
In Figure 6-3, the demonstration test bench is a simple VHDL or Verilog program to exercise 
the example design and the core itself. This test bench consists of transactor procedures or 
tasks that connect to the major ports of the example design, and a control program that 

X-Ref Target - Figure 6-2

Figure 6-2: RXAUI Example Design and Test Bench – Clock and Reset Disabled

http://www.xilinx.com
http://www.xilinx.com/cgi-bin/docs/rdoc?v=2013.1;t=vivado+release+notes
http://www.xilinx.com/cgi-bin/docs/rdoc?v=2013.1;t=vivado+release+notes
http://www.xilinx.com/cgi-bin/docs/rdoc?v=2013.1;t=vivado+release+notes


RXAUI v3.0 www.xilinx.com 67
PG083 March 20, 2013

Chapter 6: Detailed Example Design

pushes frames of varying length and content through the design and checks the values as 
they exit the core. The test bench is supplied as part of the Example Simulation output 
product group.

Implementation
To implement the example design, select Run Implementation in the Vivado Project 
Manager window. For further details on setting up the implementation, see the Vivado 
Design Suite User Guide, Implementation [Ref 9].

Simulation
To simulate the example design, select Run Simulation in the Vivado Project Manager 
window. For further details on setting up the implementation, see the Vivado Design Suite 
User Guide, Designing with IP [Ref 7].

X-Ref Target - Figure 6-3

Figure 6-3: Demonstration Test Bench for RXAUI
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Verification, Compliance, and 
Interoperability

The RXAUI core has been verif ied using both simulation and hardware testing.

Simulation
A highly parameterizable transaction-based simulation test suite has been used to verify 
the core. Tests included:

• Register access over MDIO

• Loss and re-gain of synchronization

• Loss and re-gain of alignment

• Frame transmission

• Frame reception

• Clock compensation

• Recovery from error conditions 

Hardware Testing
The core has been used in several hardware test platforms within Xilinx. In particular, the 
core has been used in a test platform design with the Xilinx 10-Gigabit Ethernet MAC core. 
This design comprises the MAC, RXAUI, a ping loopback FIFO, and a test pattern generator 
all under embedded MicroBlaze ™ processor control. This design has been used for 
interoperability testing at Dune Networks.
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Migrating
For information on migrating to the Vivado™ Design Suite, see the Vivado Design Suite 
Migration Methodology Guide (UG911) [Ref 11].
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Debugging
This appendix includes details about resources available on the Xilinx Support website and 
debugging tools. In addition, this appendix provides a step-by-step debugging process and 
a flow diagram to guide you through debugging the RXAUI core.

The following topics are included in this appendix:

• Finding Help on Xilinx.com

• Debug Tools

• Simulation Debug

• Hardware Debug

Finding Help on Xilinx.com
To help in the design and debug process when using the RXAUI, the Xilinx Support web 
page (www.xilinx.com/support) contains key resources such as product documentation, 
release notes, answer records, information about known issues, and links for opening a 
Technical Support WebCase.

Documentation
This product guide is the main document associated with the RXAUI. This guide, along with 
documentation related to all products that aid in the design process, can be found on the 
Xilinx Support web page (www.xilinx.com/support) or by using the Xilinx Documentation 
Navigator.

Download the Xilinx Documentation Navigator from the Design Tools tab on the Downloads 
page (www.xilinx.com/download). For more information about this tool and the features 
available, open the online help after installation.

Solution Centers
See the Xilinx Solution Centers for support on devices, software tools, and intellectual 
property at all stages of the design cycle. Topics include design assistance, advisories, and 
troubleshooting tips. 

http://www.xilinx.com
www.xilinx.com/support
www.xilinx.com/support
www.xilinx.com/support
www.xilinx.com/download
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The Solution Center specif ic to the RXAUI core is listed below.

• Xilinx Ethernet IP Solution Center 

Known Issues
Answer Records include information about commonly encountered problems, helpful 
information on how to resolve these problems, and any known issues with a Xilinx product. 
Answer Records are created and maintained daily ensuring that users have access to the 
most accurate information available. 

Answer Records for this core are listed below, and can also be located by using the Search 
Support box on the main Xilinx support web page. To maximize your search results, use 
proper keywords such as 

• Product name

• Tool message(s)

• Summary of the issue encountered

A filter search is available after results are returned to further target the results.

Master Answer Record for the RXAUI

AR 54249

Contacting Technical Support
Xilinx provides technical support at www.xilinx.com/support for this LogiCORE™ IP product 
when used as described in the product documentation. Xilinx cannot guarantee timing, 
functionality, or support of product if implemented in devices that are not defined in the 
documentation, if customized beyond that allowed in the product documentation, or if 
changes are made to any section of the design labeled DO NOT MODIFY.

To contact Xilinx Technical Support:

1. Navigate to www.xilinx.com/support.

2. Open a WebCase by selecting the WebCase link located under Support Quick Links.

When opening a WebCase, include:

• Target FPGA including package and speed grade.

• All applicable Xilinx Design Tools and simulator software versions.

• Additional f iles based on the specif ic issue might also be required. See the relevant 
sections in this debug guide for guidelines about which f ile(s) to include with the 
WebCase.

http://www.xilinx.com
http://www.xilinx.com/support/answers/54249.htm
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Debug Tools
There are many tools available to address RXAUI design issues. It is important to know 
which tools are useful for debugging various situations. 

Example Design
The RXAUI is delivered with an example design that can be synthesized, complete with 
functional test benches. Information about the example design can be found in Chapter 6, 
Detailed Example Design.

Link Analyzers
Link Analyzers can be used to generate and analyzer traffic for hardware debug and testing. 
Common link analyzers include:

• SMARTBITS

• IXIA

Vivado Lab Tools
Vivado inserts logic analyzer and virtual I/O cores directly into your design. Vivado Lab 
Tools allows you to set trigger conditions to capture application and integrated block port 
signals in hardware. Captured signals can then be analyzed. This feature represents the 
functionality in the Vivado IDE that is used for logic debugging and validation of a design 
running in Xilinx FPGA devices in hardware.

The Vivado logic analyzer is used to interact with the logic debug LogiCORE IP cores, 
including:

• ILA 2.0 (and later versions)

• VIO 2.0 (and later versions)

The RXAUI core has useful signals that have the MARK_DEBUG attribute applied to them. 
This shows up as debug nets within Vivado.

For more information on how to use Vivado to debug your design, see Vivado Design Suite 
User Guide, Programming and Debugging (UG908) [Ref 10].
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Simulation Debug
The simulation debug flow for Questa® SIM is illustrated in Figure C-1. A similar approach 
can be used with other simulators.
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X-Ref Target - Figure C-1

Figure C-1: Questa SIM Debug Flow Diagram
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Compiling Simulation Libraries
To run simulation with third-party simulators, it is necessary to compile the Xilinx 
Simulation Libraries. For full details on how to perform this, see Appendix B of the Vivado 
Design Suite User Guide, Logic Simulation (UG900) [Ref 8].

Next Step
If the debug suggestions listed previously do not resolve the issue, open a support case to 
have the appropriate Xilinx expert assist with the issue. To create a technical support case 
in WebCase, see the Xilinx website at:

www.xilinx.com/support/clearexpress/websupport.htm

Items to include when opening a case:

• Detailed description of the issue and results of the steps listed previously.

• Attach a VCD or WLF dump of the simulation.

To discuss possible solutions, use the Xilinx User Community: forums.xilinx.com/xlnx/

Hardware Debug
Hardware issues can range from link bring-up to problems seen after hours of testing. This 
section provides debug steps for common issues. The Vivado Analyzer tool is a valuable 
resource to use in hardware debug. The signal names mentioned in the following individual 
sections can be probed using the Vivado Analyzer tool for debugging the specif ic 
problems. Many of these common issues can also be applied to debugging design 
simulations.

General Checks
Ensure that all the timing constraints for the core were met during Place and Route.

• Does it work in timing simulation? If problems are seen in hardware but not in timing 
simulation, this could indicate a PCB issue.

• Ensure that all clock sources are clean. If using DCMs in the design, ensure that all 
DCMs have obtained lock by monitoring the LOCKED port.

http://www.xilinx.com
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Monitoring the RXAUI Core with Vivado Lab Tools
• The RXAUI core has the MARK_DEBUG attribute applied to the signal for debugging and 

checking the status of the RXAUI core and transceivers for easy access to adding these 
to the Vivado logic analyzer.

• A debug port is also provided so it can connect to external logic for debug (for 
example, processor monitoring). This port contains transceiver and core debug 
information.

• XGMII signals and signals between RXAUI core and the transceiver can be added to 
monitor data transmitted and received. See Table 2-4, page 9 and Table 2-8, page 11 
for a list of signal names.

• Status signals added to check status of link: STATUS_VECTOR[7:0], ALIGN_STATUS, 
SYNC_STATUS, and Debug port Bits[5:0].

• To interpret control codes in on the XGMII interface or the interface to the transceiver, 
see Table C-1 and Table C-2.

• An Idle (0x07) on the XGMII interface is encoded to be a randomized sequence of /K/ 
(Sync), /R/ (Skip), /A/(Align) codes on the RXAUI interface. For details on this encoding, 
see the IEEE 802.3-2008 specif ication (section 48.2.4.2) for more details.

Table C-1: XGMII Control Codes

TXC TXD Description

0 0x00 through 0xFF Normal data transmission

1 0x07 Idle

1 0x9C Sequence

1 0xFB Start

1 0xFD Terminate

1 0xFE Error

Table C-2: RXAUI Control Codes

Codegroup 8-bit Value Description

Dxx.y 0xXX Normal data transmission

K28.5 0xBC /K/ (Sync)

K28.0 0x1C /R/ (Skip)

K28.3 0x7C /A/ (Align)

K28.4 0x9C /Q/ (Sequence)

K27.7 0xFB /S/ (Start)

K29.7 0xFD /T/ (Terminate)

K30.7 0xFE /E/ (Error)
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Issues with Data Reception or Transmission 
Issues with data reception or transmission can be caused by a wide range of factors. 
Following is a flow diagram of steps to debug the issue. Each of the steps are discussed in 
more detail in the following sections.

What Can Cause a Local or Remote Fault?
Local Fault and Remote Fault codes both start with the sequence TXD/RXD = 0x9C, TXC/RXC 
= 1 in XGMII lane 0. Fault conditions can also be detected by looking at the status vector or 
MDIO registers. The Local Fault and Link Status are defined as latching error indicators by 
the IEEE specification. This means that the Local Fault and Link Status bits in the status 

X-Ref Target - Figure C-2

Figure C-2: Flow Diagram for Debugging Problems with Data Reception or Transmission
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vector or MDIO registers must be cleared with the Reset Local Fault bits and Link Status bits 
in the Configuration vector or MDIO registers.

Local Fault

The receiver outputs a local fault when the receiver is not up and operational. This RX local 
fault is also indicated in the status and MDIO registers. The most likely causes for an RX 
local fault are:

• The transceiver has not locked or the receiver is being reset.

• At least one of the lanes is not synchronized – SYNC_STATUS

• The lanes are not properly aligned – ALIGN_STATUS

Note: The SYNC_STATUS and ALIGN_STATUS signals are not latching.

A TX local fault is indicated in the status and MDIO registers when the transceiver 
transmitter is in reset or has not yet completed any other initialization or synchronization 
procedures needed.

Remote Fault

Remote faults are only generated in the MAC reconciliation layer in response to a Local 
Fault message. When the receiver receives a remote fault, this means that the link partner is 
in a local fault condition.

When the MAC reconciliation layer receives a remote fault, it silently drops any data being 
transmitted and instead transmit IDLEs to help the link partner resolve its local fault 
condition. When the MAC reconciliation layer receives a local fault, it silently drops any data 
being transmitted and instead transmit a remote fault to inform the link partner that it is in 
a fault condition. Be aware that the Xilinx 10GEMAC core has an option to disable remote 
fault transmission. 

Link Bring Up
The following link initialization stages describe a possible scenario of the Link coming up 
between device A and device B.

Stage 1: Device A Powered Up, but Device B Powered Down

• Device A is powered up and reset.

• Device B powered down 

• Device A detects a fault because there is no signal received. The Device A RXAUI core 
indicates an RX local fault. 
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• The Device A MAC reconciliation layer receives the local fault. This triggers the MAC 
reconciliation layer to silently drop any data being transmitted and instead transmit a 
remote fault.

• RX Link Status = 0 (link down) in Device A

Stage 2: Device B Powers Up and Resets

• Device B Powers Up and Resets.

• Device B RXAUI completes Synchronization and Alignment.

• Device A has not synchronized and aligned yet. It continues to send remote faults.

• Device B RXAUI passes received remote fault to MAC.

• Device B MAC reconciliation layer receives the remote fault. It silently drops any data 
being transmitted and instead transmits IDLEs.

• Link Status = 0 (link down) in both A and B.

Stage 3: Device A Receives Idle Sequence

• Device A RXAUI RX detects idles, synchronizes and aligns.

• Device A reconciliation layer stops dropping frames at the output of the MAC 
transmitter and stops sending remote faults to Device B.

• Device A Link Status = 1 (Link Up)

X-Ref Target - Figure C-3

Figure C-3: Device A Powered Up, but Device B Powered Down

X-Ref Target - Figure C-4

Figure C-4: Device B Powers Up and Resets
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• After Device B stops receiving the remote faults, normal operation starts.

Stage 4: Normal Operation

In Stage 4 shown in Figure C-6, Device A and Device B have both powered up and been 
reset. The link status is 1 (link up) in both A and B and in both the MAC can transmit frames 
successfully.

What Can Cause Synchronization and Alignment to Fail?
Synchronization (SYNC_STATUS) occurs when each respective XAUI logical lane receiver is 
synchronized to byte boundaries. Alignment (ALIGN_STATUS) occurs when the RXAUI 
receiver is aligned across all four logical XAUI lanes.

Following are suggestions for debugging loss of Synchronization and Alignment:

• Monitor the state of the SIGNAL_DETECT[1:0] input to the core. This should either 
be:

° Connected to an optical module to detect the presence of light. Logic 1 indicates 
that the optical module is correctly detecting light; logic 0 indicates a fault. 
Therefore, ensure that this is driven with the correct polarity.

° Tied to logic 1 (if not connected to an optical module).

X-Ref Target - Figure C-5

Figure C-5: Device A Receives Idle Sequence

X-Ref Target - Figure C-6

Figure C-6: Normal Operation
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Note: When signal_detect is set to logic 0, this forces the receiver synchronization state 
machine of the core to remain in the loss of sync state.

• Loss of Synchronization can happen when invalid characters are received. 

• Loss of Alignment can happen when invalid characters are seen or if an /A/ code is not 
seen in all four XAUI logical lanes at the same time. 

• See the section, Problems with a High Bit Error Rate.

Transceiver Specific

• Ensure that the polarities of the TXN/TXP and RXN/RXP lines are not reversed. If they 
are, these can be fixed by using the TXPOLARITY and RXPOLARITY ports of the 
transceiver.

• Check that the transceiver is not being held in reset or still be initialized by monitoring 
the mgt_tx_reset, mgt_rx_reset, and mgt_rxlock input signals to the RXAUI 
core. The mgt_rx_reset signal is also asserted when there is an RX buffer error. An 
RX buffer error means that the Elastic Buffer in the receiver path of the transceiver is 
either under or overflowing. This indicates a clock correction issue caused by 
differences between the transmitting and receiving ends. Check all clock management 
circuitry and clock frequencies applied to the core and to the transceiver. 

What Can Cause the RXAUI Core to Insert Errors?
On the receive path the RXAUI core inserts errors RXD = FE, RXC = 1, when disparity errors 
or invalid data are received or if the received interframe gap (IFG) is too small.

Disparity Errors or Invalid Data

Disparity Errors or Invalid data can be checked for by monitoring the mgt_codevalid 
input to the RXAUI core.

Small IFG

The RXAUI core inserts error codes into the Received XGMII data stream, RXD, when there 
are three or fewer IDLE characters (0x07) between frames. The error code (0xFE) precedes 
the frame "Terminate" delimiter (0xFD). 

The IEEE 802.3-2008 specif ication (Section 46.2.1) requires a minimum interframe gap of 
f ive octets on the receive side. This includes the preceding frame Terminate control 
character and all Idles up to and immediately preceding the following frame Start control 
character. Because three (or fewer) Idles and one Terminate character are less than the 
required five octets, this would not meet the specification; therefore, the RXAUI core is 
expected to signal an error in this manner if the received frame does not meet the 
specification. 
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Problems with a High Bit Error Rate

Symptoms

If the link comes up but then goes down again or never comes up following a reset, the 
most likely cause for a RX Local Fault is a Bit Error Rate (BER) that is too high. A high BER 
causes incorrect data to be received, which leads to the lanes losing synchronization or 
alignment. 

Debugging

Compare the issue across several devices or PCBs to ensure that the issue is not a one-off 
case.

• Try using an alternative link partner or test equipment and then compare results.

• Try putting the core into loopback (both by placing the core into internal loopback, and 
by looping back the optical cable) and compare the behavior. The core should always 
be capable of gaining synchronization and alignment when looping back with itself 
from transmitter to receiver so direct comparisons can be made. If the core exhibits 
correct operation when placed into internal loopback, but not when loopback is 
performed using an optical cable, this can indicate a faulty optical module or a PCB 
issue.

• Try swapping the optical module on a misperforming device and repeat the tests.

Transceiver Specific Checks

• Monitor the MGT_CODEVALID[7:0] input to the RXAUI core by triggering on it using 
the Vivado Analyzer tool. This input is a combination of the transceiver RX disparity 
error and RX not in table error outputs.

• These signals should not be asserted over the duration of a few seconds, minutes, or 
even hours. If they are frequently asserted, it can indicate an issue with the transceiver. 

• Place the transceiver into parallel or serial near-end loopback.

° If correct operation is seen in the transceiver serial loopback, but not when 
loopback is performed using an optical cable, it can indicate a faulty optical 
module.

° If the core exhibits correct operation in the transceiver parallel loopback but not in 
serial loopback, this can indicate a transceiver issue.

• A mild form of bit error rate can be solved by adjusting the transmitter Pre-Emphasis 
and Differential Swing Control attributes of the transceiver.
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Problems with the MDIO
See MDIO Interface, page 57 for detailed information about performing MDIO transactions.

Things to check for:

• Ensure that the MDIO is driven properly. Check that the MDC clock is running and that 
the frequency is 2.5 MHz or less. 

• Ensure that the RXAUI core is not held in reset. 

• Read from a Configuration register that does not have all 0s as a default. If all 0s are 
read back, the read was unsuccessful. Check that the PRTAD f ield placed into the MDIO 
frame matches the value placed on the PRTAD[4:0] port of the RXAUI core.

• Verify in simulation and/or a Vivado Analyzer capture that the waveform is correct for 
accessing the host interface for a MDIO read/write. 

Next Steps
If the debug suggestions listed previously do not resolve the issue, open a support case to 
have the appropriate Xilinx expert assist with the issue.

To create a technical support case in Webcase, see the Xilinx website at:

www.xilinx.com/support/clearexpress/websupport.htm

Items to include when opening a case:

• Detailed description of the issue and results of the steps listed previously.

• Attach Vivado analyzer tool VCD captures taken in the steps previously.

To discuss possible solutions, use the Xilinx User Community:

forums.xilinx.com/xlnx/
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Xilinx Resources
For support resources such as Answers, Documentation, Downloads, and Forums, see the 
Xilinx Support website at:

www.xilinx.com/support.

For a glossary of technical terms used in Xilinx documentation, see:

www.xilinx.com/company/terms.htm.
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